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ABSTRACT In mammals, a network of coupled neurons within the hypothalamus coordinates physiological rhythms with daily
changes in the environment. In each neuron, delayed negative transcriptional feedbacks generate oscillations, albeit noisy and
unreliable ones. Coupling mediated by diffusible neuropeptides lends precision and robustness to circadian rhythms. The double
knockout of Cryptochrome Cry turns adult mice arrhythmic. But, remarkably, double knockout neonates continue to show robust
oscillation much like wild-type neonates and appear to lose rhythmicity with development. We study quantitatively dispersed
neurons and brain slices from wild-type and Cry double knockout mice to understand the links between single cell rhythmicity
and intercellular coupling. We quantify oscillator properties of dispersed cells using nonlinear regression and study bifurcations
diagrams of network models. We find that varying just three parameters—oscillator strength, strength of coupling, and timing of
coupling—can reproduce experimentally observed features. In particular, modeling reveals that minor changes in timing of
coupling can destroy synchronization as observed in adult slices from knockout mice.
INTRODUCTION
A network of neurons in the suprachiasmatic nucleus (SCN)
in the brain is primarily responsible for orchestrating tempo-
ral organization ofmost physiological processes inmammals
(1). Using light inputs from the retina, this master circadian
timekeeper adapts to diurnal and seasonal environmental
changes (2). The network lends precision (3) and robustness
(4) against certain genetic perturbations to this collection of
~20,000 noisy neuronal oscillators. The rhythms in gene
transcription and firing in each neuron are generated by a de-
layed negative feedback involving certain clock genes,
whose protein products repress their own transcription. It
was, therefore, understood that clock genes accounted for
rhythmicity in each neuron, while the intercellular signaling
mediated by diffusible neuropeptides (5–7), synapses (8),
and gap junctions worked to synchronize the network.

However, a recent study (9) revealed that a double
knockout of clock genes, Cry1 and Cry2, disrupted syn-
chrony in adult mice, while maintaining rhythmicity in sin-
gle neurons. Remarkably, neonatal double knockout mice
showed robust synchronized rhythms that appeared to dete-
riorate with development. These results question the current
theory on the essential mechanisms necessary to achieve
synchrony in the SCN, and leave the relative roles of single
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cell rhythmicity and intercellular coupling open. We address
this question by comparing SCNs from Cry1,2 knockout
background (10) against wild-type (WT) SCN using an
oscillator network modeling approach.

Modeling can help to identify generic mechanisms of syn-
chronization from a wide variety of experimental data
ranging from dispersed single cells and neonatal and adult
SCN slice cultures, to perturbation of coupling and restora-
tion of rhythm by coculturing. Date analysis highlights the
high degree of heterogeneity in the periods, amplitudes,
and degree of synchronization of different neurons within
the SCN. Here, we study quantitatively six types of datasets:
WT SCN (dispersed cells, neonatal and adult slices) and Cry
double knockout (dispersed cells, neonatal and adult slices).
Furthermore we perturb synchronization pharmacologically
usingTTX (tetrodotoxin).Wefind that the diversity of empir-
ically observed behaviors can be reproduced in simulations
by varying only three parameters. In addition, we can classify
SCNs as strong and weak based on how easily they are syn-
chronized to a global signal (11). Finally, we show that the
timing of coupling is essential and provides a likely explana-
tion of the changes in synchrony during development.
MATERIALS AND METHODS

Animals

Cry double-deficient (Cry1�/�Cry2�/�) mice were bred with PER2::LUC

mice carrying a PER2 luciferase reporter (12). WT (Cry1þ/þCry2þ/þ)
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PER2::LUC transgenic mice on the C57BL/6J background were used as the

control. Mice were reared in the animal quarters in Hokkaido University

where environmental conditions were controlled (lights-on, 6–18 h; light

intensity, ~100 l� at the bottom of cage; humidity, 60 5 10%). Experi-

ments were conducted in compliance with the rules and regulations estab-

lished by the Animal Care and Use Committee of Hokkaido University.
SCN slice and dispersed cell culture

For measurement of PER2::LUC bioluminescence from a cultured SCN

slice, mice of 8–16 weeks or 2–5 days old kept under light-dark (LD) con-

ditions were euthanized between 8 and 16 h by cervical dislocation and

decapitated. The brain was rapidly removed and a coronal SCN slice of

100-mm thick for adults and 200 mm thick for neonates was made by a

DTK-1000 D.S.K. microslicer (Dosaka EM, Kyoto, Japan) and a McIlwain

tissue chopper (Ted Pella, Redding, CA), respectively. The brain slice con-

taining the middle portion of the SCNwas selected and trimmed ~2� 2 mm

square. The slice was cultured in air at 36.5�C with 1.2 mL Dulbecco’s

modified Eagle’s medium (Invitrogen, Carlsbad, CA) with 0.2 mM D-lucif-

erin K and 5% supplement solution, the composition of which was

described previously in Ono et al. (9).

For the measurement of PER2::LUC from dispersed SCN cells, the SCNs

from 4 to 8 neonatal pups (2–5 days old) were dissected from hypothalamic

slices of 400-mm thick and dissociated using trypsin. Dispersed cells were

plated on a 35-mm Petri dish precoated with 0.01% poly-L-ornithine. The

cell density was 1100 5 500 cells/mm2. Medium composition was the

same as that for slice culture, except for 5% fetal bovine serum in dispersed

cell culture.
Bioluminescence imaging

Bioluminescence at the SCN cell level in cultured slices or in dispersed cells

was obtained by a DM IRB (Leica Microsystems, Wetzlar, Germany), a Lu-

minoview 200 (Olympus, Melville, NY), or a Cellgraph (Atto, Tokyo, Japan)

equipped with an electron-multiplying charge-coupled device camera cooled

at �80�C. Bioluminescence was measured every 60 min with an exposure

time of 59 min for 7–14 days. The pixel size was 2.3 � 2.3 mm for the DM

IRB, 2.0 � 2.0 mm for the Luminoview 200 (Olympus), and 1.6 � 1.6 mm

for the Cellgraph (Atto). Bioluminescence signals were analyzed in terms

of a region of interest (ROI). The mean area of a single ROI was ~100 mm2,

almost equivalent to the size of a single SCNcell. The intensity of biolumines-

cence was expressed as an average intensity of pixels involved in a ROI.
Actogram

Wheel-running activity was measured in a cage with a running-wheel

(10 cm in diameter). Mice were individually housed in a polycarbonate

cage placed in a light-proof box where environmental conditions were

the same as in the animal quarters except for the light intensity in the light

phase s (~300 1 �). Wheel revolutions were fed into a computer every

1 min by computer software (The Chronobiology Kit; Stanford Software

Systems, Stanford, CA).
Parameter estimation of single cell models

As a generic model for self-sustained oscillators, we introduce the

following stochastic amplitude-phase oscillator (13):

dr

dt
¼ lðA� rÞ þ xr (1)

d4 ¼ uþ x : (2)

dt 4
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The system is described in polar coordinates of radius r and angle 4, and

has a limit cycle with amplitude A and frequency u. Any perturbation away

from the limit cycle will relax back with a damping rate l. The model has

two noise intensities, one for amplitude fluctuations (hxri ¼ 0, hxr (t þ t)xr
(t)i ¼ 2Drd(t)) and the other for phase noise (hx4i ¼ 0, hx4 (t þ t)x4 (t)i ¼
2D4d(t)). This model provides one of the simplest mathematical systems to

generate limit cycle oscillations. Winfree (14) has studied this model in the

context of circadian rhythms. It has been shown analytically that the sto-

chastic system has an autocorrelation function in the following form (13):

CðtÞ ¼ 1

2

�
A2 þ Dr

l
e�lt

�
e�D4tcosut: (3)

The single cell model has five unknown parameters {A, u, l, Dr, D4} to

be fitted to a dispersed cell culture data. The data fitting is performed as fol-

lows. First, the bioluminescence signal was detrended using a least-square

fitting of a second-degree polynomial. The polynomial was then subtracted

from the signal and the signal was mean centered. Next, the autocorrelation

function was calculated from the detrended bioluminescence signal. We

used only 40% of the autocorrelations representing the shortest time lags,

because estimates of autocorrelations for larger time lags become poor.

Then, the five parameters were optimized so that the autocorrelation func-

tion (Eq. 3) of the single cell model is fitted to that of the bioluminescence

signal. We used the lsqcurvefit subroutine of the MATLAB Statistical

Toolbox (The MathWorks, Natick, MA) to optimize the parameters. It

should be noted that the fitting of Eq. 3 is an ill-conditioned problem,

because the function involves a summation of two exponentials. To avoid

misfitting, initial guesses are used as described in detail in Westermark

et al. (13). From the estimated parameters, the coefficient of variation

(CV ¼ sr/A ¼ ð ffiffiffiffiffiffiffiffiffiffi
Dr=l

p Þ=A) can be computed, which represents the ratio

of the standard deviation of the amplitude fluctuations to the fit amplitude

of a single cell oscillator. Note that the amplitude fluctuations can be

directly computed as a function of the fitted parameters. Detailed steps of

the parameter estimation, e.g., detrended bioluminescence signals, fitted

autocorrelation functions, and simulated cellular signals, are shown in

Fig. S1 in the Supporting Material. The effect of detrending on the estima-

tion results is examined in Fig. S2.
Coupled amplitude-phase oscillators

We constructed a cellular network model of the SCN by coupling the ampli-

tude-phase oscillators that were fitted previously to the single cell data. By

studying synchronization property of the cellular network, we examined

whether the dynamical characteristics of slice data can be reproduced.

The single cell amplitude-phase model of Eqs. 1 and 2 was first transformed

to Cartesian (x,y) coordinates (see Eqs. S1 and S2), whereupon interneu-

ronal connections were introduced through x and y variables to obtain a

network of SCN cells,

dxi
dt

¼ �li
xi
ri
ðri � AiÞ þ uiyi þ Kðxj � xiÞ þ xx;i (4)

dyi ¼ �l
yi ðr � A Þ þ u x þ K

�
y � y

�þ x ; (5)

dt

i
ri

i i i i j i y;i

where xi and yi represent dynamical variables of the ith cell (i¼ 1, 2,., N),

xx,i and xy,i are independent Gaussian noises, and ri ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2i þ y2i

p
. Ai, ui, and
li are the parameters estimated previously. A global and diffusive coupling

K with a coupling delay j is introduced with mean field coupling

xj ¼ ð1=NÞPN
i¼1xiðt � jÞ and yj ¼ ð1=NÞPN

i¼1yiðt � jÞ.
The degree of synchrony was quantified by means of the synchronization

index R,

R ¼ hx2i � hxi2
1
N

PN
i¼ 1

�hx2i i � hxii2
�; (6)
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where h,,,i denotes the average over time, and x ¼ ð1=NÞPN
i¼1xi is the

average of the variable of interest among oscillators.
Network model of biochemical oscillators

To evaluate the generality of our results beyond a network of coupled ampli-

tude-phase oscillators, we constructed a network of more detailed biome-

chanical oscillators describing the individual cellular rhythms. We

slightly modified a previously published model of coupled circadian oscil-

lators that was used to study synchronization-induced rhythmicity (15). The

intracellular model is composed of transcriptional/translational feedback

loops of the core clock genes in the mammalian circadian system (16).

The intercellular coupling in the SCN network is considered to be due to

the circadian release of a neuropeptide. It is also assumed (15) that the

release of the neuropeptide is induced quickly after the cytosolic PER/

CRY protein complex. In the connected cells, the neuropeptide activates

a signaling cascade of PKA and CREB, which then leads to activation of

Per/Cry mRNA transcription. The dynamics of the single-cell oscillator is

described by the following set of differential equations:

dY1

dt
¼ fPer=Cry � k1dY1 þ L (7)

dY2 q
dt
¼ k2bY1 � ðk2d þ k2tÞY2 þ k3tY3 (8)

dY3
dt
¼ k2tY2 � k3tY3 � k3dY3 (9)

dY4
dt
¼ fBmal � k4dY4 (10)

dY5
dt
¼ k5bY4 � ðk5d þ k5tÞY5 þ k6tY6 (11)

dY6
dt
¼ k5tY5 � ðk6t þ k6dÞY6 þ k7aY7 � k6aY6 (12)

dY7
dt
¼ k6aY6 � ðk7a þ k7dÞY7 (13)

dV
dt
¼ k8Y2 � k8dV (14)

dX1
dt
¼ kx1QðX1T � X1Þ � kdx1X1 (15)

dX2
dt
¼ kx2X1ðX2T � X2Þ � kdx2X2: (16)

The nonlinear transcription functions are given by

fPer=Cry ¼ v1b
Y7 þ Xh

2

k1bð1þ ðY3=k1iÞpÞ þ
�
Y7 þ Xh

2

� (17)

Yr
3
fBmal ¼ v4b

kr4b þ Yh
3

: (18)
The variables represent the following species: Y1, Per/Cry mRNA; Y2,

PER/CRY cytosolic complex; Y3, nuclear PER/CRY complex; Y4, Bmal1

mRNA; Y5, cytosolic BMAL1; Y6, nuclear BMAL1; Y7, transcriptionally

active BMAL1*; V, neuropeptide; X1, PKA; and X2, CREB.

Parameter configurations in biochemical models are usually not known in

detail. To cope with such ambiguity, parameter values for the single cell

model were chosen from two published studies: one as a model of a self-

sustained oscillator (16) and the other as a model of a damped oscillator

(15). There two parameter sets varied only in the parameters representing

P¼ {p, k2t, k4b, k1d, k2d, k3d, k4d, k5d, k6d, k7d} and the corresponding param-

eter values are termed P1 for the self-sustained oscillator (16) and P2 for the

damped oscillator (15) with values listed in Table S2. The remaining model

parameters were held at fixed values listed in Table S3.

By introducing a parameter representing oscillator strength a (0 % a %
1) that linearly interpolates between the two oscillatory regimes as

P ¼ aP1 þ ð1� aÞP2; (19)

we simulate the effect of Cry1 and Cry2 double deficiency. The cells of

knockout mice can be characterized by a¼ 0, which gives rise to a strongly
damped oscillation. On the other hand, a larger value of a leads to a regime

of self-sustained oscillation (see Fig. S4 a). It should be noted that there is

no direct biochemical interpretation of the parameter variation of a,

because the intracellular models are not quantitative in all details.

To simulate a network of N cellular oscillators, the single cell model was

replicated N times (for readability, the indices i ¼ 1,.,N for X and Y vari-

ables were omitted). To add heterogeneity, each set of equations is scaled by

a factor ei ¼ 0.92/gi to generate a distribution of periods, where gi is gener-

ated from a Gaussian distribution centered at 1 with a standard deviation of

0.05. This 5% period spread was arrived at as a consensus of our estimated

period variability from single cell analysis and several published estimates

(3,17,18).

The coupling function Q, which activates two-step signaling cascade

leading to Per/Cry mRNA transcription, is given by Q ¼ KF(t � j), where

F is a mean field of the neuropeptide, K determines the coupling strength,

and j represents the coupling delay. As an average concentration of the

neuropeptide released by the SCN cells, the mean field is given by

F ¼ ð1=NÞPN
i¼1Vi. Among a variety of SCN network topologies that

have been considered (15,19–22), only the case of global coupling was

considered as the simplest yet reasonable representation based on the glob-

ally diffusive nature of the neuropeptide.

To take into account the effect of molecular noise, stochastic dynamics of

the circadian system was simulated based on the chemical Langevin equa-

tion (23).The light input was simulated by the following clipped sine wave,

LðtÞ ¼

8><
>:

L0sin

�
p t mod T

T

�
if t mod T < 0:5T;

0 otherwise;

(20)

where L0 is the Zeitgeber intensity and T is the Zeitgeber period.
RESULTS

Oscillator network modeling requires appropriate single cell
models (16,24,25) together with reasonable assumptions on
network topology and coupling mechanisms (15,26,27). As
a first step, we extract from the dispersed cell cultures single
cell parameters (periods, amplitudes, and noise strength) us-
ing regression analysis. The distributions of these single cell
parameters allow suitable parameterization of previously
published gene regulatory network models. WT cells are
identified as self-sustained oscillators, whereas Cry1�/�/
Cry2�/� cells are well represented by noise-driven damped
Biophysical Journal 109(10) 2159–2170
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oscillators. By comprehensively varying coupling strength
and coupling delay, we can specify parameter regions with
synchronized rhythms. It turns out that varying just three pa-
rameters—oscillator strength a, coupling strength K, and
coupling delay j—can reproduce experimentally observed
features. Next, we describe our results in detail.
Extracting single cell parameters

Data for single cell parameter estimation was drawn from
PER2::LUC bioluminescence recordings of plated SCN sli-
ces as described in Nakamura et al. (28) (see Materials and
Methods). In total, we analyzed N ¼ 74 WT cells and N ¼
48 cells from double knockout Cry1�/�/Cry2�/� mice, each
measured every 60 min for 7–14 days (Figs. 1, S8, and S9).
Using nonlinear regression, introduced by Westermark et al.
(13) and outlined in the Materials and Methods, we esti-
mated for each cell a period T, amplitude A, relaxation
rate l, and fluctuation strength Dr by fitting a stochastic
amplitude-phase model. Representative traces of the fits to
individual cells and their reproduction by our stochastic
model are shown in Fig. S1. N ¼ 66 WT cells and N ¼ 14
knockout Cry1�/�/Cry2�/� cells fit the model reasonably
well. Of particular interest is the coefficient of variation
(CV) representing fluctuations in the amplitude relative to
the mean amplitude. For CV > 1, the associated stationary
probability densities are unimodal and the cells can be re-
garded as noise-driven damped oscillators (13).

Fig. 1 and Table 1 show key results of our regression: the
periods of WT cells center at ~24 h and almost half of them
exhibit CV < 1. This implies that these cells are relatively
a b

d e

FIGURE 1 Analysis of oscillations in dispersed SCN cell cultures. Sample bio

knockout (Cry1�/�/Cry2�/�) mice (d and e). Single cell analyses of biolumnine

(N ¼ 14) SCNs (f). Abscissa and ordinate represent estimated period and coeffi
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reliable oscillators and can be classified theoretically as
noisy limit-cycle oscillators. On the contrary, the estimated
periods of Cry1�/�/Cry2�/� cells vary in the range from 20
to 40 h and all CV values exceed 1. Consequently, cells from
knockout mice are much less reliable oscillators and can be
regarded as noise-driven damped oscillators. These findings
were robust to the use of raw or detrended bioluminescence
data for single cell parameter estimation (see Fig. S2).

In summary, there is a spectrum of oscillators from limit-
cycle oscillators that are reliable and have continued rhyth-
micity without stimulation to damped oscillators that lose
rhythm amplitude. This spectrum can be parameterized by
the CV under our regression approach (13) and allows us
to classify cells from different genotypes. These findings
serve as constraints on more complex simulations of gene
regulatory networks presented next.
Simulations of coupled amplitude-phase
oscillators

We next coupled the amplitude-phase oscillators fit to the
dispersed cell data from the previous section according to
Eqs. 4 and 5 to study the network dynamics of this simple
SCN model. The network consisted of N ¼ 66 and N ¼
14 parameterized cells with reasonable fits to dispersed cells
in WT and double knockout Cry1�/�/Cry2�/� mice, respec-
tively. Fig. 2 shows dependencies of the network synchrony
on the coupling strength K and coupling delay j for WTand
double knockout cell networks. For the coupled oscillators
constructed from WT cells, synchrony clearly appears as
the coupling strength is increased. Interestingly, the
c

f

luminescence traces from dispersed SCN cell culture fromWT (a and b) and

scene traces from dispersed cell culture of WT (N ¼ 66) (c) and knockout

cient of variation CV, respectively. To see this figure in color, go online.



TABLE 1 Results of the single cell analysis for dispersed

culture data of WT (N ¼ 74) and double knockout mice

(Cry1�/�/Cry2�/�, N ¼ 48)

Mouse Period (h) Cells with CV < 1 (%)

Experiment WT 24.3 5 1.1 36.4

Cry1�/�/Cry2�/� 31.1 5 7.3 0

Model WT 19.6 5 1.6 39.5

Cry1�/�/Cry2�/� 32.7 5 6.7 6.7

The estimated values are compared with those of the simulation data.

Average and standard deviation of the estimated period T ¼ 2p/u are indi-

cated and the percentage of rhythmic cells having a CV < 1 is shown.
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synchronization depends upon the coupling delay j.
Although a small coupling delay enhances the synchroniza-
tion, a medium coupling delay at ~j ¼ 12 h destroys the
synchronization. It has been known in coupled phase oscil-
lators that the effect of coupling can easily turn from attrac-
tive to repulsive by a coupling delay of half of the intrinsic
period (29). The observed desynchrony can be understood
as a result of such repulsive (or negative) coupling. A
similar basic structure can be observed in the synchroniza-
tion diagram of the network constructed from knockout cells
(Fig. 2 b). Compared to the network of WT cells, the region
of synchronization in the network of Cry1�/�/Cry2�/� cells
is smaller and, moreover, the level of synchrony (measured
by the synchronization index) is not as high even with a
strong coupling and a small coupling delay. This is likely
due to the increased heterogeneity and higher noise in the
double knockout cells that therefore necessitate stronger
coupling to induce global synchrony.

As a possible default situation for neonate slices, the
coupling strength and delay were set as K ¼ 0.1 and j ¼
0 h and for adult slice, the delay was increased to j ¼
5.5 h. Under these conditions, the model simulations
a b
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FIGURE 2 Dependence of the synchronization index R of the coupled amplitu

solid points) Where the simulated Cry1�/�/Cry2�/� and WT SCN mice in Fig.

WT (a) and Cry1�/�/Cry2�/� SCN cells (b). To see this figure in color, go onl
(Fig. S3) capture essential features of the bioluminescence
data seen later in Fig. 5. In other words, the coupling was
strong enough to synchronize both WT and knockout cells
in neonate slice. Introduction of the coupling delay of j ¼
5.5 h in the adult slice maintained the synchrony in the WT
cells, whereas it destroyed the synchrony in the knockout
cells. Next, administration of TTX to adult slice was simu-
lated by reducing the coupling strength from K ¼ 0.1 to
0.04 at time t ¼ 72 h (see Fig. S3, c and f). Whereas the
WT cells maintained the synchronized oscillations even after
the TTX administration, the phases of the double knockout
cells started to move apart from each other, resulting in de-
synchronized oscillations during TTX administration.
Simulations of gene-regulatory circadian
oscillators

The simulations of coupled amplitude-phase oscillators re-
vealed that coupling strength and delay have major effects
on the synchronization properties of the network. More-
over, clear differences between WT and knockout mice
were visible. Next, we examined whether these observa-
tions are valid also in a more detailed gene-regulatory
network model developed in earlier studies (15,16). The
model is based on transcriptional-translational feedback
loops involving the transcription factor BMAL1 and the
PER/CRY complex (see Fig. 3 a). The effects of light input
and coupling are included via the upregulation of transcrip-
tion. It has been shown that the diffusible neuropeptide VIP
plays an essential role in synchronizing SCN neurons
(5,7,30). Therefore, we implemented global coupling of
all SCN neurons in our model using a mean field represent-
ing the average neuropeptide level in the extracellular me-
dium (Fig. 3 b).
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a b

FIGURE 3 Schematic of the single cell oscillator and the coupled SCN network. (a) The intracellular model consists of transcriptional/translational feed-

back loops of clock genes, modified from Bernard et al. (15). Clock genes induce the release of a neuropeptide that acts as a coupling agent. Feedback of the

neuropeptide activates PKA and CREB, leading to Per/Cry mRNA transcription. (b) The individual cellular oscillators are coupled through a mean field of the

released neuropeptide in the intercellular medium with a time delay to account for different phases of neuropeptide release. To see this figure in color, go

online.
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To keep the number of adjusted parameters small, we
introduce, in addition to the coupling strength and its delay,
to our knowledge, a novel parameter a that characterizes the
strength of an oscillator in the network. The gene-regulatory
network model was originally developed to describe self-
sustained single cell oscillations (16). A modified version
was used subsequently to generate damped single cell oscil-
lations (15). Our single cell analyses have shown that many
WT cells exhibit self-sustained rhythms, whereas Cry1�/�/
Cry2�/� appear to be damped. As a parameter to control
such single cell property, the oscillator strength a interpo-
lates between the two parameter sets published earlier
(15,16). The corresponding bifurcation diagram shows a
smooth transition from damped to self-sustained oscillations
in Fig. S4. For knockout cells, we chose a ¼ 0 and for WT
cells a ¼ 0.3. The omnipresent molecular noise, for
example, induced by transcriptional bursts (31), is taken
into account by stochastic simulation based on the chemical
Langevin equation (23).

We then examined ability of the resulting simulations in
Fig. 4 to reproduce qualitatively the bioluminescence SCN
dispersed cell data in Fig. 1. The simulated traces in Fig. 4
represent noisy signals with no clear periodicity as observed
in the bioluminescence data. For a quantitative comparison of
experimental data and simulations, we applied our nonlinear
regression approach also to the simulated data. Table 1 and
Fig. 4, c and f (compare Fig. 1, c and f), demonstrate that sim-
ulations reproduce the most essential properties of dispersed
WT and knockout Cry1�/�/Cry2�/� SCN cells.
Strength and timing of coupling control
synchronization

Our SCN slice data from WT and Cry1�/�/Cry2�/� mice
show different degrees of synchronization depending on
Biophysical Journal 109(10) 2159–2170
the degree of development of the mice (see Figs. 5 and
S10–S13 and Table S1). For example, neonatal knockout
mice exhibit robust synchronization that deteriorates with
development. To find possible explanations for this vari-
ability, we employ network simulations of our gene-regula-
tory model. We systematically vary the single cell oscillator
strength a, coupling strength K, and its coupling delay j.
The timing of coupling, parameterized by j, depends on
the expression profiles of neuropeptides and their receptors.
There are reports of oscillating levels of VIP and its receptor
VPAC2 (32,33). These observations suggest that intracel-
lular regulation can control cell-to-cell coupling. Conse-
quently, clock knockout mice or mice at different
developmental stages might exhibit different coupling
strengths and timing.

We quantify the degree of synchrony by the synchroniza-
tion index R (see Eq. 6). Fig. 6, a and b and show the index R
for comprehensive variations of the core model parameters
a, K, and j. To clarify the regime of damped oscillations,
periodicity is drawn for the same parameter variations in
Fig. S5. Oscillator strength a and coupling parameters K
and j have profound effects on the degree of synchroniza-
tion, as observed for the amplitude-phase oscillator net-
works. Interestingly, damped single cell oscillators (small
a) are particularly easy to synchronize with each other as
described earlier (15,26). As expected, large coupling
strength K increases the synchronization index. More sur-
prisingly, the timing of coupling described by j also has a
very strong effect on synchronization, as shown in Anantha-
subramaniam et al. (34).

We mark in Fig. 6, a and b, specific parameter configura-
tions that reproduce qualitative experimental findings. That
is, the simulated neonate WTand Cry1�/�/Cry2�/� network
display synchrony, while on development to an adult, the
WT network remains synchronous, whereas the double
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knockout is desynchronous. Oscillator strength a ¼ 0.3 and
a¼ 0 represent WTand double knockout mice, respectively.
K ¼ 1 describes slice data well, whereas very small K
values, such as K ¼ 0.2, mimic dispersed cultures better.
While there is no evidence that coupling strength changes
with development, preliminary data indicate that VIP
expression profiles vary with age (32). Our simulations
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Comparison of network simulations in Fig. 7 with exper-
imental data presented in Fig. 5 demonstrate that by varying
just three parameters—oscillator strength a, coupling
strength K, and coupling delay j—we can mimic complex
experimental findings.
 4

 8

 12

 0  24  48  72  96  120  144  168  192  216

P
E

R
2:

:L
U

C
  (

x1
00

 c
ou

nt
s/

h)

Time (h)

WT Neonate+TTX
c

f

 48  72
me (h)

WT Adult

 48  72
me (h)

ry1-/-/Cry2-/- Adult

 4

 6

 8

 10

 0  24  48  72  96  120  144  168  192  216

P
E

R
2:

:L
U

C
  (

x1
00

 c
ou

nt
s/

h)

Time (h)

Cry1-/-/Cry2-/- Neonate + TTX

e culture across genotype, age, and pharmacological perturbation. Biolumi-

d adult (b). (Dashed line in c) Timing at which TTX was administered to a

mouse are shown in (d)–(f). To see this figure in color, go online.

Biophysical Journal 109(10) 2159–2170



a b

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0

Oscillator strength α

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

0.5

1

1.5

C
ou

pl
in

g 
st

re
ng

th
 K

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0

4

8

12

16

20

24

Oscillator strength α

C
ou

pl
in

g 
de

la
y
ψ 

[h
]

Synchronization Index Synchronization Index

FIGURE 6 Oscillator synchrony in the simulated SCN for different choices of system parameters. (a) Dependence of the synchronization index R of the

cellular network model on the oscillator strength a and coupling strength K. (Open and solid points) Conditions for simulating Cry1�/�/Cry2�/� and WT

mice, respectively, in Fig. 7. (b) Dependence of the synchronization index R on single cell oscillator strength a and the coupling delay j (coupling strength

was set to K ¼ 1). To see this figure in color, go online.

2166 Tokuda et al.
Weak oscillator networks have a wide
entrainment range

So far, we studied synchronization in the absence of external

LD cycles. Under natural conditions, Zeitgebers entrain

endogenous circadian rhythms allowing adaptation to envi-

ronmental cycles. Entrainment of WT mice is illustrated in

Fig. 8 a. There is a precise onset of activity at the beginning

of the dark phase. After release in continuous darkness (DD)
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the onset of activity is shifted to an earlier time every day,
indicating an intrinsic period below 24 h.

Interestingly, knockout mice can also be entrained by LD
cycles (10,35) as shown in Fig. 8 b. These features can be
reproduced by our network simulation as illustrated in
Fig. 8, c and d. The agreement of experiments and simula-
tions is illustrated by periodograms in Figs. S6 and S7.

It was suggested in the preceding section that adult
Cry1�/�/Cry2�/� mice have impaired coupling. It has
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been shown previously (36) that weak coupling increases
the range of entrainment, i.e., the range of external periods
to which entrainment can be achieved. Fig. 9 demonstrates
that our network simulations of knockout mice have indeed
a much larger range of entrainment. These modeling results
have been confirmed by experimental observations (37).
Consequently, the SCN of knockouts can be regarded as a
weak oscillator (see Granada et al. (11) for mathematical
classifications of weak and strong oscillators), which is
characterized by a large range of entrainment.
FIGURE 9 Dependence of the entrainment range of the network model

to Zeitgeber parameters. The combinations of Zeitgeber period T and inten-

sity L0 for which the network model entrains to the Zeitgeber is shown for

WT and Cry1�/�/Cry2�/�. To see this figure in color, go online.
DISCUSSION

Our study was motivated by the inability of current theories
based on compartmentalized mechanisms for rhythm gener-
ation and intercellular coupling to explain the complex phe-
notypes displayed by dispersed cells and SCN slices in WT
and knockout mice. In particular, the robust synchronous
rhythms of neonatal slices with disrupted rhythm generation
components in Cry1�/�/Cry2�/� mice and the subsequent
loss of synchrony in adult slices, while maintaining single
cell rhythms, was difficult to interpret. Our data-driven
modeling connects rhythmicity of single cells to synchro-
nous rhythms in a population of cells via intercellular
coupling.
As a starting point, we applied regression techniques
based on Westermark et al. (13) to dispersed neurons from
WT and double knockout mice from Ono et al. (9). We
thus quantified cellular oscillators from different genotypes
as damped or self-sustained based on rhythm regularities.
Consistent with earlier analyses (13,18,38) using different
data, we concluded that there are, in fact, a continuum of
single cell oscillator characteristics between self-sustained
and damped oscillators. These results guided our parameter
Biophysical Journal 109(10) 2159–2170
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determination in more complex models capable of connect-
ing single cell rhythmicity and the release of coupling
agents, such as the neuropeptide VIP, to the SCN network.

Because single cell data do not support a strict classifica-
tion into damped and self-sustained oscillators, we varied
systematically a system parameter a quantifying the
strength of the single cell oscillators. This allowed us to
distinguish weak oscillators and strong oscillators along
the lines of Granada et al. (11) and Abraham et al. (36).
Interestingly, damped oscillators that are considered weak
can be more easily synchronized and exhibit wide entrain-
ment ranges. Varying coupling strength K and coupling
delay j in a network with reasonable single cell character-
istics, we find that both parameters govern the synchrony
of the network. Even minor changes in timing of the neuro-
peptide release led to complete loss of synchrony. Our find-
ings allowed us to reproduce the complexity of observations
by varying just three parameters: oscillator strength a,
coupling strength K, and coupling delay j. Because both
coupled amplitude-phase oscillators and coupled gene regu-
latory oscillators showed essentially the same results, our
findings appeared to be model-independent.

In particular, our results suggest that the observed loss of
synchrony from neonates to adults in knockout mice can be
explained by changes in just these three system properties.
As seen in Fig. 10, the experimental data (WT versus
Cry1�/�/Cry2�/�, neonate versus adult, dispersed cells
versus slice culture) can be located in a space spanned by
the three parameters. Our data-driven analysis showed that
the strength of oscillators is weaker in knockout than in WT
mice. Reduction of the coupling strength in slices produced
desynchronized oscillators as observed in dispersed cells
(compare Fig. 4 and Fig. 6 a).While the amplitude and period
of the SCN appears to changewith age (39), there is no direct
evidence of implicating changes in strength of coupling.
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A novel model-based suggestion is that the coupling
delay (or timing of coupling) j changes with age. Along
with changes in the timing of neuropeptide release with
age, knockout of two core clock components Cry1,2
possibly affects the phase of neuropeptide release, which
is under clock control (40). Therefore, the knockout SCN
having weak single oscillators is severely disrupted with
development, whereas the WT is not. There is indeed evi-
dence in rats that shows that circadian phase of VIP
mRNA changes with age (32).

This hypothesis is the explanation of other counterintui-
tive observations described recently in Evans et al. (41).
Many studies suggest that GABA acts in the SCN as a de-
synchronizer opposing the synchronization via VIP and
gap junctions (42). However, in the case of SCN regions be-
ing out of phase, GABA contributes to resynchronization
(41). A plausible explanation of these seemingly contradic-
tory facts might be the distinct phase of GABA release.

Network simulations discussed in this article provide a
framework to integrate details of intracellular dynamics
with coupling mechanisms including relative timing of
coupling. The predicted phenotype with a small change in
the timing of coupling points to the need for empirically
measuring the timing (or phase) of important coupling
agents, such as VIP and AVP, under in vitro or in vivo con-
ditions in both neonates and adults, building on the work of
Ban et al. (32). Moreover, this marked phenotype might
cause the timing to be evolutionarily selected. Based on
the predicted role of timing of coupling, we propose exper-
imental investigation of the effect of time-of-day dependent
perturbation of coupling agents and their receptors. Finally,
circadian changes in coupling might play a role in seasonal
adaptation of the circadian system (20,43,44) and tuning the
phase angle of entrainment (11,45).
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