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Diurnal oscillations of gene expression are a hallmark of rhythmic
physiology across most living organisms. Such oscillations are con-
trolled by the interplay between the circadian clock and feeding
rhythms. Although rhythmic mRNA accumulation has been exten-
sively studied, comparatively less is known about their transcription
and translation. Here, we quantified simultaneously temporal tran-
scription, accumulation, and translation of mouse liver mRNAs under
physiological light–dark conditions and ad libitum or night-restricted
feeding in WT and brain and muscle Arnt-like 1 (Bmal1)-deficient
animals. We found that rhythmic transcription predominantly drives
rhythmic mRNA accumulation and translation for a majority of
genes. Comparison of wild-type and Bmal1 KO mice shows that cir-
cadian clock and feeding rhythms have broad impact on rhythmic
gene expression, Bmal1 deletion affecting surprisingly both tran-
scriptional and posttranscriptional levels. Translation efficiency is dif-
ferentially regulated during the diurnal cycle for genes with
5′-Terminal Oligo Pyrimidine tract (5′-TOP) sequences and for genes
involved in mitochondrial activity, many harboring a Translation Ini-
tiator of Short 5′-UTR (TISU) motif. The increased translation efficiency
of 5′-TOP and TISU genes is mainly driven by feeding rhythms but
Bmal1 deletion also affects amplitude and phase of translation, includ-
ing TISU genes. Together this study emphasizes the complex intercon-
nections between circadian and feeding rhythms at several steps
ultimately determining rhythmic gene expression and translation.
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Living organisms on Earth are subjected to light–dark cycles
caused by rotation of the Earth around the sun. To anticipate

these changes, virtually all organisms have acquired a circadian
timing system during evolution that allows a better adaptation to
their environment. As a consequence, most aspects of their physi-
ology are orchestrated in a rhythmic way by the circadian clock
(from the Latin circa diem, meaning “about a day”), an endogenous
and autonomous oscillator with a period of around 24 h (1, 2). Not
surprisingly, perturbations of this clock in mammals lead to pa-
thologies including psychiatric, metabolic, and vascular disorders (1,
3, 4). At the organismal scale, the oscillatory clockwork is organized
in a hierarchal manner. Within the suprachiasmatic nuclei (SCN) of
the hypothalamus, the “master clock” receives light input via the
retina and communicates timing signals to “enslave” oscillators in
peripheral organs (1, 2). The molecular oscillator consists of inter-
connected transcriptional and translational feedback loops, in which
multiple layers of control, including temporal posttranscriptional
and posttranslational regulation, play important roles (5). These
additional layers of regulation are largely coordinated by systemic
cues originating from circadian clock and/or feeding-coordinated
rhythmic metabolism, allowing the adjustment of the molecular
clockwork with the metabolic state of the cell (6). During the last

decades, efforts have been made to produce a comprehensive
knowledge of the transcriptional regulation orchestrated by the
circadian clock (7–9) and feeding rhythms (10, 11). More recently,
additional layers of regulation at the translational (12, 13) and
posttranslational (14) levels have been described, increasing the
complexity of the phenomenon involved in the establishment of the
rhythmic mRNA expression and protein synthesis landscapes.
To gain more insight into potential rhythmic coordination at all

stages of mRNA regulation, we monitored simultaneously mRNA
transcription, accumulation, and translation using total RNA se-
quencing and ribosome profiling (15, 16).We describe here a
modified protocol of this technique that allows deep sequencing
of ribosome-protected mRNA fragments rapidly and with high
throughput from mouse tissues. We measured transcription, accu-
mulation, and translation of mouse liver mRNAs under different
feeding rhythms and in clock-deficient animals. In this way, we
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showed that rhythmic transcription drives predominantly rhythmic
mRNA accumulation and translation for a majority of genes. The
study of WT and brain and muscle Arnt-like 1 (Bmal1) KO mice
shows that the interconnection between circadian clock and feeding
rhythms has broad impacts on rhythmic genes expression. Surpris-
ingly, Bmal1 deletion seems to alter posttranscriptional level more
importantly than transcription. In addition, it seems that global
mRNA accumulation drives translation whereas a small subset of
genes presents a diurnal change in their translation efficiency. These
genes are involved in translation or mitochondrial activity and
harbor a 5′-Terminal Oligo Pyrimidine tract (5′-TOP) or Trans-
lation Initiator of Short 5′-UTR (TISU) motif, respectively. Their
rhythmic translation efficiency is mainly driven by feeding rhythms
and food restriction increases their amplitudes and temporal co-
ordination. However, Bmal1 deletion also affects amplitudes and
phases of mRNA translation, notably for TISU genes. By measuring
simultaneously all of the aspects of mRNA regulation, this study
shows for the first time to our knowledge the role of circadian and
feeding rhythms in the establishment of rhythmic mRNA and pro-
tein synthesis.

Results
Ribosome Profiling Around the Diurnal Cycle in Mouse Liver. To
monitor temporal mRNA transcription, accumulation, and
translation, we extracted total RNA and ribosome-protected
mRNA fractions from livers of individual mice every 2 h under
ad libitum feeding (ALF). In parallel, the same experiment was
performed every 4 h in WT and Bmal1 KO animals under a
night-restricted feeding (RF) regimen. In total, 84 samples were
subjected to RNA sequencing (RNA-Seq) and ribosome pro-
filing (Ribo-Seq) (Fig. 1A). For RNA-Seq, intronic reads provide
a good proxy for transcription rate and exonic reads for mRNA
abundance (17). Owing to the large number of samples, we de-
veloped a simplified and faster protocol for ribosome profiling
library generation, similar to that in ref. 18. Briefly, ribosome
footprints (RFPs) ends were modified with polynucleotide ki-
nase to generate libraries using 5′- and 3′- mRNA adapters. The
quality and reproducibility of the resulting Ribo-Seq libraries
were high (Fig. S1), showing a low percentage of PCR duplicates
and minor sequence-dependent ligation (Fig. S2).
Overall, Ribo-Seq reads mapped mainly on coding DNA se-

quences (CDSs) (Fig. 1B) with a mean footprint size surrounding
32 nucleotides (Fig. 1C), consistent with previous results obtained
in mammalian cells or tissues (18–21) as well as with ribo-
some size. Biological reproducibility for both RNA-Seq and

Ribo-Seq was high (Fig. 1D; R2 of 0.97 and 0.96, respectively).
Moreover, mRNA abundance and total ribosome density still
exhibited fairly high correlation (R2 = 0.73), highlighting both
the overall proportionality between number of translating ribo-
somes and number of transcripts, as well as gene-specific trans-
lational kinetics (initiation or elongation). Finally, densities of
ribosome footprints at the starts and ends of CDSs in protein-
coding transcripts exhibited the expected trinucleotide repeat,
reflecting the main ORF and the three-nucleotide movement of
the ribosomes (Fig. 1E). Together, these results emphasize that
this technique allows us to obtain with high throughput a high-
quality dataset that can be used to monitor simultaneously tran-
scription, mRNA abundance, and translation in different conditions.

Rhythmic Ribosome Footprint Signal Is Mainly Driven by Rhythmic
mRNA Accumulation. We first investigated gene expression in ALF
mice. Considering some well-studied circadian clock-regulated genes
(e.g., Dbp) confirmed that our data are of high quality and showed
the expected rhythmicity for both RNA-Seq and Ribo-Seq (Fig. 2A).
As anticipated, circadian clock genes show rhythms at all stages, from
their respective pre-mRNAs to the accumulation of the mRNA and
downstream mRNA translation (Fig. 2B), confirming that trans-
lational regulation has a minor impact upon clock gene expression
(12). To assess and quantify rhythmic regulations at the different
steps, we developed computational models and classified genes
depending on the rhythmic or constant behavior at each measured
level (pre-mRNA, mRNA, and ribosome footprints) (Dataset S1).
For a great majority of genes, rhythmically translated mRNAs are
subjected to rhythmic mRNA accumulation and a significant part of
those (72%) exhibit rhythmic transcription (Fig. 2C).
We evaluated the impact of rhythmic translation on rhythmic

protein levels by comparing mRNA and RFP levels with recently
published protein levels (14). As described for rhythmic mRNAs,
the majority of rhythmic RFPs encoded nonrhythmic proteins, likely
as a consequence of long protein half-lives (Fig. S3). However, these
observed flat profiles in protein abundance do not necessarily in-
dicate flat activity because, for example, newly synthesized proteins
can be more active than old oxidized proteins (22–24). Therefore,
total protein level quantified by mass spectrometry may not always
reflect rhythmic activity of newly synthesized protein originating
from rhythmic RFP accumulation. However, rhythmic RFP signals
typically show no significant delay with mRNA accumulation,
whereas an average delay of around 6 h is observed between RFP
signals and protein accumulation, as expected for relatively long-
lived proteins (Fig. 3C) (14).
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Fig. 1. Ribosome profiling around the diurnal cycle
in mouse liver. (A) Schematic representation of the
experiment. Total mRNAs are directly sequenced (top)
and ribosome loaded-mRNA are purified (ribosome
footprinting) before sequencing (bottom). RNA-Seq
from total RNA (genomic sequence is represented by a
black line, surrounded by RNA-Seq signal) is quantified
in intronic (red) and exonic (blue) regions to estimate
pre-mRNA and mRNA levels. Ribosome density is
quantified by modified ribosome profiling protocol.
(B) The overall fraction of uniquely mapped reads
(UMRs) of size between 28 and 34 bp up to one mis-
match from the 84 Ribo-Seq samples in protein CDSs
and nonprotein coding regions. (C) Size distribution of
RFPs for UMR up to one mismatch. (D) Reproducibility
of biological replicates. (Left) Log2 of total normalized
counts (reads per kilobase per million, RPKM) for ex-
onic RNA-Seq. (Middle) Ribo-Seq. (Right) Comparison
of RPKM for Ribo-Seq and exonic RNA-Seq for each
annotated protein coding gene (only UMR). R2 indi-
cates Pearson correlation at the top of each panel.
(E) Density of 5′ ends of 32-nt ribosome footprints at
the starts and ends of ORFs shows three nucleotides
periodicity. Positions of the related E, P, and A sites of
the ribosomes are indicated.
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Among genes with rhythmic RFP levels that follow their cor-
responding mRNA accumulation, we observed three major groups
with distinct transcriptional behaviors (Fig. 2D) and phase speci-
ficity (Fig. 2E). Namely, Group A is composed of genes with the
same rhythmic parameters for introns and exons, introns and exons
of group B genes present different rhythmic parameters, and group
C genes are rhythmic only at the exonic level. Expression data for a
few examples of each model are presented in Fig. S4. Surprisingly,
each group shows specific gene ontology enrichment, suggesting a
close relationship between biological functions, time of expression,
and mode of rhythmic accumulation (Dataset S2). As described
previously (25), the main difference between mRNA accumulation
in groups A and B resulted from the different half-lives of these
mRNAs. We used RNA-Seq exon/intron ratios as proxies for rel-
ative mRNA half-lives and found that group A genes exhibited a
lower ratio than group B genes, suggesting shorter half-life (Fig.
2F). As a consequence of the increased stability of group B genes,
mRNA amplitudes were reduced compared with amplitudes of
pre-mRNAs (Fig. 2G). To summarize, group A genes reached
their maximum expression at the light–dark transition and coded for
short-lived mRNA that were mainly related to transcription and cell
signaling, in particular insulin signaling. Short half-lives for trans-
lation- or signaling-related mRNA are expected to generate the
required rapid responses to signals. In parallel, group B showed a

bimodal distribution of mRNA phases and was mainly composed of
genes with stable mRNAs that encode proteins involved in lipid and
carbohydrate metabolism. Finally, rhythmic regulation for group C
mRNA occurred only posttranscriptionally and concerns genes re-
lated to chromatin organization and mRNAmetabolism, with sharp
phase specificity at the end of the light phase.

Bmal1 Deletion Affects Rhythmic mRNA Accumulation Transcriptionally
and Posttranscriptionally. To decipher the specific roles of the cir-
cadian clock and feeding rhythms on transcriptional regulation, we
performed the same experiment on Bmal1 KO mice under RF
(Dataset S1). To compare rhythmic pattern of genes in the two
different animal models at the pre-mRNA and mRNA levels, we
grouped genes into six groups according to the respective rhythmic
pattern at the transcriptional and posttranscriptional levels (Fig. 3).
These respective groups are composed of genes with constant pre-
mRNA and mRNA (light blue), constant pre-mRNA and rhythmic
mRNA (dark blue), rhythmic pre-mRNA and constant mRNA
(orange), rhythmic with the same rhythmic parameters pre-mRNA
and mRNA (red), rhythmic pre-mRNA and mRNA with different
rhythmic parameters (brown), and finally genes with very low ex-
pression levels or noisy transcription and accumulation (gray) that
cannot be included in any other category (Fig. 3A). It seems that
rhythmicity is globally preserved with only moderate increase of

A B
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Fig. 2. Rhythmic ribosome footprint signals are
mainly driven by rhythmic mRNA accumulation.
Model selection to assess rhythmicity is applied on
WT ad libitum datasets combining intronic, exonic,
and RFP signal. Harmonic regression is used with a
period of 24 h and 12 h. Genes are assigned to one
of the 29 models described in Fig. S5A. An arbi-
trary threshold of 0.4 is set on the BIC weight.
Genes with log2 RPKM >0 at the exon and RFP
levels are selected. (A) Exon RNA-Seq (Left) and
RFP (Right) signals for the circadian clock-regulated
Dbp gene. The two signals synchronously peak at
ZT10. (B) Pre-mRNA (red), mRNA (blue), and RFP
(black) signals in log2 RPKM for circadian clock core
genes and clock-controlled genes. (C) Number of
genes with rhythmic pre-mRNA, mRNA, and RFPs.
The largest group shows rhythms on all three levels.
(D) Three groups of genes showing identical mRNA
and RFP rhythms. Standardized relative expression is
indicated in green (low) and red (high). White and
black boxes represent light and dark periods,
respectively. (E) Phase distribution of the three
groups described in D. (F) Distribution of mRNA
(Exon)/pre-mRNA (Intron) ratios for the three
groups of genes. An increased ratio suggested a
more stable mRNA and longer half-life. A Welch′s
t test indicates that this ratio is significantly higher
in group B compare with groups A (P = 1·10−62)
and C (P = 1·10−49). (G) Distribution of pre-mRNA
(blue) and mRNA (red) amplitudes for the three
groups. Group B harbors decreased amplitude in
exons compare with introns (paired t test: P =
5·10−13) as a consequence of long half-lived tran-
scripts, despite a general trend for higher amplitude.
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temporally constant genes at the mRNA level in KO (light blue and
orange groups, Fig. 3A). However, we observed a decreased number
of genes in KO for which rhythmicity in WT is caused by post-
transcriptional regulations (dark blue and brown groups, Fig. 3A),
suggesting that Bmal1 deletion also affects posttranscriptional reg-
ulation. To compare how the rhythmic pattern of each gene
changed between WT and KO animals, we studied their distribu-
tion among the five different groups reporting interesting patterns
(Fig. 3B). Although a majority of genes remained in the same group
as in WT, there was a clear spreading of the distribution of genes
among the groups, indicating that Bmal1 deletion affected the
general rhythmic pattern of genes. In addition, the expression phase
of both pre-mRNA and mRNA was shifted in the KO compared
with WT. However, this occurred in both directions, without clear
further specificity (Fig. 3 C and D). Interestingly, for genes
showing rhythmic patterns of expression in both WT and KO, the
amplitudes of such rhythms at the mRNA level were, on average,
clearly decreased in KO, whereas the amplitude of pre-mRNA was
slightly increased (Fig. 3 E and F).
Concerning the change of pattern of rhythmic gene expression

between WT and KO animals, one group was of particular in-
terest, namely genes that were nonrhythmic at the pre-mRNA
and rhythmic at the mRNA levels in WT (dark blue group) and that
became rhythmic at both levels in the KO (red group). This group
of genes was the only group whose pattern was severely perturbed in
the KO (Fig. 3B). Interestingly, these genes tended to show tran-
scription (pre-mRNA) rhythms with a period of at 12 h in WT (Fig.
3G) that morphed onto 24 h rhythms in the KO. It was previously
described that 12-h-period genes changed to 24-h period in circa-
dian clock-deficient mice (26, 27). It is likely that the two peaks of

the 12-h rhythm are regulated by the circadian clock and feeding
rhythms, respectively, and that the circadian component disappeared
in the KO (27). Thus, the change of rhythmic pattern in this group
reflects such a change of periodicity.

Translation Efficiency Is Regulated During the Diurnal Cycle for Genes
with 5′-Terminal Oligo Pyrimidine Tract and Translation Initiator of
Short 5′-UTR Motifs. Although translation of most genes followed
mRNA accumulation (Fig. 2), we identified a subset of genes
exhibiting rhythmic translation efficiency in WT mice under the
ALF condition. Indeed, these genes showed rhythmic trans-
lation, but their mRNA accumulated at constant levels (Fig. 2C).
As we recently reported, ribosomal proteins (RPs) are translated
in a rhythmic manner from constantly accumulated mRNA (12).
We confirmed here that translation of RPs was regulated di-
urnally, as shown for Rps9 (Fig. 4A). Although some of the genes
with rhythmic translation efficiency exhibited rhythmic tran-
scription, the vast majority showed constant transcription (Fig.
4B and Dataset S1). The genes with rhythmic translation effi-
ciency showed a bimodal phase of translation and encompassed
two different main functions: The genes translated during the
day at around ZT 10 are related to mitochondrial functions, whereas
those translated at night around ZT 17 are related to the translation
machinery, including RPs (Fig. 4C and Dataset S2). These functional
clusters were enriched in genes harboring a TISU or 5′-TOP el-
ements, respectively (Fig. 4D and Fig. S5). TISU elements have a
conserved translation initiation sequence preceded by an ex-
tremely short 5′-UTR, and direct efficient cap-dependent trans-
lation initiation without scanning, thus conferring an advantageous

A B

C D
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Fig. 3. Effects of Bmal1 deletion on rhythmic mRNA
accumulation. Model selection to assess rhyth-
micity is applied on Bmal1 WT and KO RF dataset
combining intronic, exonic, and RFP signal. Har-
monic regression is used with a period of 24 h.
Genes are assigned to one of the 877 models gen-
erated by the six conditions. A threshold of 0.1 is set
on the BIC weight. Genes with log2 RPKM >0 at the
exon and RFP levels in WT condition are selected.
(A) Genes are clustered in the six groups depending
of the model they were assigned and grouped in
function of their rhythmic pattern at the intronic
and exonic level: gray, genes not assigned in any
group; light blue, constant pre-mRNA and mRNA
levels; dark blue, constant pre-mRNA and rhythmic
mRNA; orange, rhythmic pre-mRNA and constant
mRNA; red, rhythmic pre-mRNA and mRNA; brown,
rhythmic pre-mRNA and mRNA with different
rhythmic parameters. (B) Fraction of genes belong-
ing in one of the five clusters in KO compared with
WT mice. Intensity of the blue color in each box
represents the conservation degree of behavior of
the genes between WT and KO, with darkest blue
corresponding to higher conservation. (C) Phase
distribution of rhythmic pre-mRNA in WT and KO
mice. (D) Phase distribution of rhythmic mRNA in
WT and KO mice. (E) Distribution of pre-mRNA
amplitudes in WT and KO mice. KO mice present
slightly increased amplitude compare withWT (paired
t test: P = 1·10−4). (F) Distribution of mRNA ampli-
tudes in WT and KO mice. KO mice present decreased
amplitude compare withWT (paired t test: P = 1·10−32).
(G) Fourier transform is applied for genes belonging to
the dark blue cluster in WT and red in KO mice. Dis-
tribution of amplitude density for the 24-h and 12-h
harmonics are computed for WT animals. The high
component of the 12-h harmonic indicates a predom-
inantly 12-h rhythmic pre-mRNA level (paired t test:
P = 2·10−6).
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mechanism under an inhibited translation state, as induced by nu-
trient starvation (28–30). However, target of rapamycin complex 1
(TORC1) has been shown to be the main regulator of TOP
mRNA translation through the phosphorylation of 4E-BP and
S6K proteins under nutrient availability conditions (31). Con-
sistent with these observations, translation of TOP mRNAs oc-
curs at the same phase as TORC1 activation (Fig. 4D and Fig.
S6), as described previously (12). In addition, we compared
translationally regulated genes with a study reporting on the effect
of Torin 1-induced inhibition of TORC1-dependent translation
(32). This showed that the translation of TOP genes was dra-
matically decreased, whereas the translation of TISU genes was
poorly affected (Fig. S5C). Notably, rhythmic RFP accumulation
exhibited variability across individual mice (Fig. 4 E and F),
reflecting individual feeding behavior in this condition (33). These
findings strengthened that idea that nutrient availability may affect
rhythmic translation of TOP and TISU mRNAs.

Rhythms in Translation Efficiency Are Sharpened Under RF. Because
nutrient availability is a key regulator of translation for both TISU
and TOP genes, we wondered whether RF would affect their
rhythmic translation efficiencies. Similar to the ALF condition, we
observed that rhythmically translated genes were enriched in TOP
and TISU genes involved in similar biological functions (Fig. 5A and
Datasets S1 and S2). Interestingly, rhythmic translation of TOP and
TISU genes exhibited a narrower phase with a higher amplitude
compared with ALF. Rhythmic translation of mitochondrial-related
TISU genes still occurred during the light phase in RF but pre-
sented an advanced phase (Fig. 5 B and C). In addition, the
translational rhythms of TOP and TISU genes seemed to be rein-

forced by RF in the individual mice, synchronously with the avail-
ability or absence of food, respectively (Fig. 5D). TORC1 and
AMP-activated protein kinase (AMPK) activities were previously
shown to be synchronized to TOP and TISU translation, respec-
tively, in response to nutrient availability (30, 31). We monitored
these activities through the rhythmic phosphorylation of RPS6 and
RAPTOR, showing increased coordination and amplitude under
RF (Fig. S6). Taken together, these results argue in favor of a
pivotal role of feeding rhythms on translation regulation of both
TISU and TOP mRNAs.

Bmal1 Deletion Affects Rhythmic mRNA Translation Only for a Subset
of Genes. We used the same model selection method described
for transcription to decipher differential translational regulation
in WT and KO mice (Dataset S1). Rhythmic mRNA translation
was globally conserved, although a small decrease was observed
for the proportion of rhythmically translated mRNAs in the KO
(Fig. 6A). Overall, genes had a tendency to follow the same
pattern of rhythmic translation. We noticed, however, genes that
exhibited rhythmic mRNA accumulation but constant or delayed
RFP signal in WT (orange and brown groups) but synchronized
mRNA and RFP signal in KO (red group) (Fig. 6B). This behavior
could be hypothetically the consequence of an absence of trans-
lational regulation in KO, potentially caused by perturbed ex-
pression of RNA-binding proteins that regulate this translation.
Interestingly, although the amplitudes of RFP signals of TOP

genes was not affected by the Bmal1 deletion, it seemed that
rhythmic translation of TISU genes showed slightly decreased
amplitude (Fig. 6 D and E). Consequently, TISU genes were more
enriched among the fraction of constantly translated mRNA (Fig. 6

A B
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F

Fig. 4. Translation efficiency is regulated during
the diurnal cycle for genes with 5′-TOP and TISU
motifs. We used the same rhythmic analysis as in Fig.
2. (A) Exon RNA-Seq (Left) and RFP (Right) signals for
the ribosomal protein gene Rps9 show increased
translation during the dark phase. (B) Expression
heat map for the three genes groups showing
rhythmic RFP but constant mRNA levels. (Top) Con-
stant transcription and mRNA abundance followed
by rhythmic translation. (Middle) Constant mRNA
abundance with similar rhythmic parameters for tran-
scription and translation. (Bottom) Constant mRNA
abundance with differential rhythmic transcription and
translation. (C) Phase distribution of intronic and RFP
signals for genes in B. (D, Bottom) Log2 amplitudes and
phases of RFP signal for genes in B, colored by enriched
functions. (Top) Densities indicate respectively fraction
of TISU and TOP motifs at each phase. (E and F) Mean
of relative expression profiles across genes with TOP
(E) or TISU (F) motifs in D with phase respectively
between ZT15–20 and ZT7–13. Exonic signals are in
blue and RFPs signals in red.
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B–E). This could be linked to the loss of rhythmic energy con-
sumption observed in clock-disrupted animals (11). However,
overall, Bmal1 deletion had only a small effect in regulating
translation efficiency between WT and KO mice, with translation

rhythms mostly reflecting mRNA accumulation (Fig. 6F and
Dataset S1). We nevertheless identified 16 genes that showed
increased or decreased translation efficiency in KO mice, with no
clear evidence on the mechanism of such regulation (Fig. 6G).

A B C

D

Fig. 5. Rhythms in translation efficiency are
sharpened under time RF. Model selection to
assess rhythmicity is applied on both WT RF
datasets pooled together, and uses intronic,
exonic, and RFP signals. Harmonic regression is
used with a period of 24 h. Genes are assigned to
one of the 15 models generated by the three
conditions. An arbitrary threshold of 0.4 is set on
the BIC weight. Genes with Log2 RPKM >0 at the
exon and RFP levels are selected. (A) Heat map for
the three genes groups showing rhythmic RFP
signals and constant mRNA level under RF. (Top)
Constant transcription and mRNA abundance fol-
lowed by rhythmic translation. (Middle) Constant
mRNA abundance with similar rhythmic parame-
ters for transcription and translation. (Bottom)
Constant mRNA abundance with differential
rhythmic transcription and translation. (B) Phase
distribution of intronic and RFP signals for genes in
A. (C, Bottom) Log2 amplitudes and phases of RFP
signal for genes in A, colored by enriched functions.
(Top) Densities indicate respectively fraction of TISU
and TOP motifs at each phase. (D) Mean of relative
expression profile across genes with TOP (Left) or
TISU (Right) motifs in B with phase respectively
between ZT15–20 and ZT4–10. Exonic signals are
in blue and RFPs signals in red.

A

C D

E

B F

G

Fig. 6. Bmal1 deletion affects translation efficiency in a constrained group of genes. The rhythmic analysis used is the same as for Fig. 3. (A) Gray, genes not
assigned in any group; light blue, constant mRNA and RFP levels; dark blue, constant mRNA and rhythmic RFP; orange, rhythmic mRNA and constant RFP; red,
rhythmic mRNA and RFP; brown, rhythmic mRNA and RFP with different rhythmic parameters. (B) Fraction of genes belonging in one of the five clusters in KO
comparedwithWTmice. Intensity of the blue color in each box represents the conservation degree of behavior of the genes betweenWT and KO, with darkest blue
corresponding to higher conservation. Hypergeometric test for TOP and TISU enrichment in the different cluster is applied. P values for the best enrichments are
displayed in green and red for TISU and TOPmotifs, respectively. (C) Heat map of the exonic and RFP signal for genes harboring a constant exonic and rhythmic RFP
signal in WT and KO mice. (Top) Rhythmic parameters of RFP signals are shared between WT and KO mice. (Bottom) Rhythmic parameters of RFP signals are different
betweenWT and KOmice. (D) Mean of relative RFP profiles across genes with TOP motifs in Cwith phase between ZT15–20 inWT (red) and KO (green) mice. Individual
genes are shown as thin lines. (E) Mean of relative RFP profiles across genes with TISUmotifs in Cwith phase between ZT4–10 inWT (red) and KO (green)mice. Individual
genes are shown as thin lines. (F) Pearson correlation between RFP and fragmented exon RNA-Seq inWT and KO test. Translation is mainly dictated by mRNA pattern in
WT and KO. (G) Log2 ratio of RFP and fragmented exonic RNA-Seq signals (UMR) between WT and KO mice, taken as a measure of (relative) translation efficiency. Genes
showing a significantly (false discovery rate≤0.05) increased (logFC<−0.5) or decreased (logFC> 0.5) in translation efficiency inKOmice are colored in blue and red, respectively.
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Discussion
Regulation of mRNA Accumulation by Circadian and Feeding Rhythms.
We took advantage of the RNA-Seq technology to decipher the
role of transcriptional and posttranscriptional regulations (17) in the
establishment of the diurnally rhythmic transcriptome in mouse liver.
We concluded that transcription is the main regulator of rhythmic
mRNA accumulation (66% of rhythmic mRNA are rhythmically
transcribed) (Fig. 2). Recent studies using different technologies to
address this question yielded divergent results (Table S1). Although
two studies concluded that transcriptional regulation constitutes the
main origin of rhythm mRNA accumulation (ref. 34 and this study),
two others concluded that this origin is mainly posttranscriptional (7,
35). Interestingly, analysis of these data through a new approach—
taking into account mRNA degradation—led to the observation that
∼70% of transcripts are not subjected to posttranscriptional regula-
tion, in accordance with our conclusion (36). At this stage, it is dif-
ficult to conclude to what extent these differences depend on the
techniques used or data analysis pipelines. However, one key dif-
ference between these studies resides in the feeding conditions: night-
restricted in the first case (34) and ad libitum in the second one (7,
35). Feeding rhythms play a central role in the activation of meta-
bolically regulated pathways and transcription factors, as exemplified
by the regulation of SREBP (37, 38). It is therefore possible that
night-restricted feeding contributes to increased amplitude and co-
ordination of rhythmic transcription in addition to its role in rhythmic
mRNA translation for a particular subset of genes. As a con-
sequence, RF decreased the influence of posttranscriptional regula-
tion on mRNA accumulation compared with ALF, as suggested by
the higher proportion of rhythmic mRNAs originating from rhythmic
transcription. This conclusion is consistent with previous reports that
night- or day-restricted feeding increases the number of cycling
transcripts as well as the amplitude of their mRNA accumulation
in mouse liver (10, 11).
Concerning diurnally rhythmic genes, we observed a clear re-

lationship between the mode of rhythmic accumulation, notably
related to mRNA half-life, the phase preferences, and the biological
functions (Fig. 2). Correlations between mRNA stability and bi-
ological function are well-described in different animal cell models
(39, 40). In particular, cells can rapidly change the levels of mRNAs
coding for proteins involved in signaling and transcription, whereas
longer-lived mRNAs coding for proteins involved in metabolism
can contribute to damp fluctuations in the induction of such genes.
In our analysis, genes showing short delay (short half-lives) between
transcription and mRNA accumulation tended to code for signaling
proteins linked with food response (such as insulin signaling) and
were expressed at the day/night transition. Meanwhile, genes with
longer delays (longer half-lives) between transcription and mRNA
accumulation tended to be involved in metabolism and showed a
biphasic distribution of phases with peaks at the end of the light and
dark periods. These two phases could be explained by the required
separation of incompatible metabolic processes (41). A last group of
genes coded for proteins involved in chromatin organization and
peaked at the end of the light period. Interestingly, genes involved
in chromatin organization, like histones, are known to be regulated
at the posttranscriptional level with a large increase in accumulation
in S phase (42). Thus, it may be that the increased accumulation of
these mRNA is linked to the observed rhythmic DNA synthesis that
occurred in rodent liver (43, 44).
In addition, the analysis of Bmal1KO animals allowed us to study

the role of the circadian clock on rhythmic mRNA accumulation.
Our results showed that Bmal1 deletion, although affecting the
phases and amplitudes of many rhythmic genes, induced relatively
moderate changes, which was reminiscent of previous studies
showing that the ClockΔ19 mutation had a globally minor effect on
rhythmic transcripts (45). More surprisingly, it seemed that Bmal1
deletion had a significant impact at the posttranscriptional regula-
tion of mRNA levels. It was recently shown that posttranscriptional
modifications involving pre-mRNA metabolism or miRNAs can
influence rhythmic genes pattern (13, 46, 47). To which extent these
processes are controlled by the circadian clock is presently not
understood. Analysis of another genotype, the Cry1/Cry2 KO,

showed that global rhythmic mRNA accumulation was strongly
perturbed (11). However, these experiments were performed
under ad libitum feeding and constant darkness conditions. Such
conditions are very likely to induce arrhythmia in these animals
(48), whereas our experiments were performed under light–dark
cycles and night feeding conditions to separate feeding behavior
and clock-related effects. It is thus likely that the arrhythmic
feeding is responsible of the major disturbance of rhythmic
mRNA accumulation observed in Cry1/Cry2 KO (11).

Mechanisms of Rhythmic Translational Regulation. Although rhyth-
mic coordination of transcription and mRNA accumulation has
been extensively studied during the last decades, rhythmic trans-
lation has been described only recently in mammals. Indeed, it has
been shown that the TORC1 pathway is rhythmically activated in
mouse liver (12, 49), hippocampus (50), and SCN (51), influencing
in this way rhythmic ribosome biogenesis (12) or light response and
circadian behavior (52, 53). Moreover, the circadian clock, in co-
ordination with feeding rhythms, seems to play a modulating role in
this activation (12, 54, 55). Although we confirmed the rhythmic
activation of the TORC1 pathway in mouse liver, it seemed that
Bmal1 deletion had no effect on the rhythms of TOP genes trans-
lation; in particular, the amplitudes were indistinguishable (Fig.
6D). Even though this observation seems contradictory to our
previously published results showing that rhythmic RP accumula-
tion is perturbed in the liver of clock-disrupted mice (12), it is im-
portant to note that RP synthesis is only one part of the ribosome
biogenesis. Indeed, it comprises numerous steps including rRNA
synthesis and maturation and ribosome assembly that strongly in-
fluence RP stability and accumulation (56). Interestingly, recent
results from our laboratory show that these steps are also rhythmic
and, at least in part, under circadian clock control. It is therefore
possible that these clock-regulated processes influence rhythmic RP
stability and accumulation and explain this apparent discrepancy.
A recent study showed that the circadian clock can directly reg-

ulate mRNA translation through the direct interaction of BMAL1
with the translation machinery. As a consequence, total mRNA
translation follows a global rhythmic pattern that is lost in the liver
of Bmal1 KO mice, which also show decreased mRNA translation
throughout the day (57). To date, we and others have also shown
that global translation is rhythmic in mouse liver (12, 58, 59).
However, the RFP experiments presented here, which measure
relative translation efficiencies, highlight that diurnal relative
changes in translation are predominantly regulated by transcrip-
tional regulation and feeding rhythms. Indeed, the amplitudes
associated with diurnally regulated translation efficiencies seemed
to be only moderately affected by the deletion of Bmal1 (Fig. 6 D
and E) and differential translation efficiency concerned only a
very small number of mRNAs at the single-gene level (Fig. 6G).
One interesting finding consisted of the rhythmic regulation of

TISU genes (28, 29). Recently, it was shown that these genes are
protected from AMPK-induced translation inhibition (30), and the
rhythmic activation of the AMPK pathway thus provides an ex-
planation for their rhythmic translation activation (12, 60). TISU
elements are predominantly found in nucleus-encoded mitochon-
drial protein and their translational properties affect mitochondrial
activity (30). Remarkably, the TORC1 pathway was also shown to
regulate translation of nucleus-encoded mitochondrial genes and
mitochondrial activity (61). Incidentally, mitochondrial oxidative
activity is rhythmic and under the control of the circadian clock
(62–64), and this rhythmic activity is attributed in part to the clock-
dependent regulation of NAD+ synthesis through the transcrip-
tional regulation of the Nampt gene (65, 66). To what extend the
rhythmic synthesis of mitochondrial proteins modulated by the
circadian clock also contributes to this phenomenon remains to
be demonstrated.

Consequence of Desynchronized Circadian Clock and Feeding Rhythms.
Energy balance is controlled by a complex interaction be-
tween metabolic pathways and transcriptional effectors. During
the last decades, many efforts have been made to understand
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the transcriptional regulation orchestrated by the circadian clock
and feeding cycles. For example, rhythmicity in gene expression
(11) and in metabolite accumulation (33) can be partially restored
in clock-deficient mice by a restricted feeding regimen. This feed-
ing constraint consolidates rhythmicity in gene expression and
metabolism and can protect against obesity in a high-fat diet
regimen without reducing caloric intake (10, 67). We showed here
that feeding rhythms can also sustain rhythmic posttranscriptional
regulation and mRNA translation of genes coding for proteins
involved in key metabolic pathways, adding a new level of
regulation leading to rhythmic metabolism and physiology.
Feeding–fasting cycles seem to be the main timing cues for the

liver clock, even bypassing the master clock in the brain (68, 69),
which has led to the hypothesis that desynchrony of master and
peripheral clocks under altered feeding conditions disrupts organ-
isms’ homeostasis and predisposes them to chronic diseases. Recent
studies linked growth and associated metabolic pathologies in-
cluding metabolic syndrome and obesity to desynchronized clocks
(1, 3, 6). Interestingly, many of these pathologies have also been
linked to defects in ribosome biogenesis (70, 71) or mitochondrial
activity (72, 73). Control of ribosome biogenesis and mitochondrial
function by the circadian clock and feeding rhythms could therefore
provide key factors in pathologies associated with circadian dis-
ruption. In this way, the concept of chrononutrition, in the sense of
synchronizing feeding rhythms to the circadian clock-imposed
rhythmic metabolism, acquires a mechanistic basis and could lead to
nonpharmacological strategies to prevent metabolic diseases (74).

Materials and Methods
Animal Experiments. All animal studies were conducted in accordance with
Nestlé Animal Study Committee for animal experimentation and the regulations
of the veterinary office of the Canton of Vaud. C57BL/6J mice were purchased
from Charles River Laboratory. Bmal1 KO mice have been previously described
(12). In all experiments, malemice between 10 and 14wk of agewere used.Mice
were maintained under standard animal housing conditions, with free access to
food and water, and in 12-h light/12-h dark cycles. However, for KO mice and
their respective control littermates, animals were fed only at night 4 d before the
organ collection to reduce effects of feeding rhythm. Parts of the collected livers
were subsequently homogenized for the ribosome footprinting, and the rest of
the organs were frozen in liquid nitrogen and kept at −80 °C until used for total
RNA and protein extractions.

Ribosome Profiling Method.
Ribosome footprinting. Immediately after the organ collection, livers were
homogenized in lysis buffer containing 20 mM Hepes (pH 7.6), 250 mM NaCl,
10 mM MgCl2, 10 mM DTT, 20 μg/mL cycloheximide, 10 U/μL RNase inhibitor
(New England Biolabs), and a protease inhibitor mixture containing 0.5 mM
PMSF, 10 μg/mL aprotinin, 0.7 μg/mL pepstatin A, and 0.7 μg/mL leupeptin.
The homogenates were centrifuged 10 min at 9,500 × g at 4 °C and super-
natants were supplemented with 1 mg/mL heparin, 0.5% sodium deoxycholate,
and 0.5% Triton ×10. Lysates were kept at −80 °C until use. Lysates were sup-
plemented with RNase I (350 U/mg of protein; Invitrogen) and then incubated
1 h at room temperature to generate RNA footprints. Treated lysates were loaded
onto sucrose gradients (7–47% wt/vol) prepared in polysome buffer containing
20 mM Hepes (pH 7.6), 100 mM KCl, 5 mM MgCl2, and 1 mM DTT. After 4.5 h of
centrifugation at 130,000 ×g at 4 °C, gradients were fractionated at ∼0.85 mL/min
using a peristaltic pump and fractions corresponding to 40-s intervals were
collected. Optic density at 260 nm of each fraction was measured to es-
tablish the monosomal profile in the gradient. Finally, fractions repre-
senting the monosomal peak were pooled and RNAs were extracted as
described before (12). Briefly, fractions were precipitated by the addition of
three volumes of ethanol and kept overnight at −80 °C. After 30 min of
centrifugation at 5,200 × g, RNAs were extracted from the nonsoluble
fraction by classic methods (75).
Size selection of RFPs. Footprints were resolved on a 15% TBE Urea Page (Life
Technologies) and gelswere stainedwith SyberGold (Invitrogen). Using dedicated
mRNAmarkers (76), 26- to 34-nt-longmRNAs fragments were extracted from the
gels through overnight incubation into RNA gel extraction buffer [300 mM so-
dium acetate (pH 5.5), 1 mM EDTA, and 0.25% (wt/vol) SDS, supplemented with
2 μl of glycogen (Ambion) and 1.5 μL of GlycoBlue (Ambion)]. Footprints were
recovered by overnight precipitation in isopropanol at −80 °C and dissolved in
100 μL of nuclease-free water. Purified RNAs were concentrated using the RNA
Clean and Concentrator 5 kit (Zymo Research) following the recommended

procedure to purify small RNA. The quality and the RNA concentration were
assessed on a Bioanalyzer small RNA chip (Agilent Technologies).
RFP end modifications. Eluted RNA (50–250 ng) was heat-denatured 3 min at
65 °C and chilled on ice. The 3′-terminal cyclophosphate resulting from the
RNase I digestion was removed in a 50-μL reaction with 10 U of T4 PNK (New
England Biolabs) in the absence of ATP. After 60 min of incubation at 37 °C,
ATP was supplemented to a final concentration of 1 mM together with an
addition of 10 U T4 PNK and the reaction was further incubated 60 min at
37 °C. RNAs were purified with the RNA Clean and Concentrator 5 kit (Zymo
Research) and eluted once with 7 μL H2O.
Library generation. Libraries were generated strictly following the Truseq Small
RNA kit recommendations (Illumina). For the purpose of validation, we also
tested the NEXTflex Small RNA Sequencing Kit v2 (Bioo Life Science), which
uses adaptors carrying four random nucleotides at their ligated extremities,
following the manufacturer’s protocol. Note that in both cases we did not
directly perform the PCR amplification after the reverse transcription step
(discussed below). The procedure starts with the whole RNA purified from
the T4 polynucleotide kinase reaction (5 μL starting material, 25 ng to 250 ng
small RNA). Only half of the ligated products was used for the reverse
transcription reaction. The second half was stored at −80 °C as a backup.
Determining the optimal number of PCR cycles. The optimal number of PCR cycles
to be used was determined by a quantitative PCR (qPCR) performed on non-
amplified DNA. Briefly, the nonamplified library (before the PCR step) is analyzed
by qPCR using the KAPA Library Quant Kit (Kappa Biosystems), which is normally
used for quantifying libraries following the final PCR amplification. No standard
curve is required but the Cp (crossing point, equivalent to the threshold cycle, or
Ct) obtained is corrected by a cycle correction factor (CCF) that we empirically
determined after fluorimetric quantification of a final test library amplified for a
known number of PCR cycles. As a result, we were able to anticipate the number
of cycle thatwould yield the desired final concentration of each individual library.
Importantly, the CCF is dependent on the qPCR cycler, qPCR mix, thermocycler in
which the actual PCR amplification will be run. Its value has to be initially de-
termined in the course of a test run but, after that, it can be considered as a
constant for a given library generation protocol. Practically, the reverse tran-
scription reaction is diluted 1/100 and the qPCR reaction assembled with 2 oligos
that we specifically designed for the TruSeq Small RNA kit from Illumina
(CAGAGTTCTACAGTCCGACGAT and TTGGCACCCGAGAATTCCA). The 10-μL re-
action was run on a Light Cycler 480 II (Roche) according to the manufacturer’s
recommendations, with 0.3 μM primers. Cycling conditions consisted of an initial
denaturation step of 5min at 95 °C followed by 40 cycles of 30 s at 95 °C and 45 s
at 45 °C. The obtained Cp was first corrected for the dilution compared with the
real PCR to be performed and then with the abovementioned CCF. In this ex-
periment, we found a CCF value of +3 cycles.
Library amplification. The PCR was designed following Illumina’s recommen-
dation taking advantage of the indexed oligos. The calculated optimal PCR
cycle number was generally homogenous among samples. In series of 48
samples, we typically found around 5 samples that had to be amplified with
a different cycle numbers (± 2 cycles from the average, which is generally
10 cycles). These samples were amplified in a separate reaction.
Library postprocessing. Libraries were purified with Ampure XP beads at a 2×
ratio (cutoff below 100 bp for libraries around 150 bp) and the DNA eluted
with 30 μL resuspension buffer (10 mM Tris, pH 8.0). Libraries were quanti-
fied with Picogreen (Life Technology), which usually yields 75– 200 ng DNA,
and size patterns were controlled using a DNA High Sensitivity Reagent kit
on a Caliper GX device (Perkin-Elmer).
Library sequencing. Samples were pooled based on the Illumina indices used
(typically 12–24 samples are pooled together). This 10 nM pool was made equi-
molar with individual library concentrations calculated from Picogreen data and
an average peak size of 155 bp. Pools were denatured with an equivolume
amount of 100 mM NaOH and neutralized with HT1 buffer (Illumina) to reach a
final concentration of 20 pM. Denatured pools are spiked with 10% PhiX and
loaded onto a single-read flow cell v3 at a concentration of 8 pM strictly following
Illumina’s recommendations. Sequencing was performed on a HiSEq. 2500 (Illu-
mina) for 51 cycles. Optimal sequencing depth typically required loading an
equivalent of 2–10 samples per lane depending on the scope of the experiment.

Total RNA Sequencing. Liver RNAs were extracted as previously described (25)
and libraries were prepared using the TruSeq Stranded Total RNA Sample
Prep Kit with the Ribo-Zero Gold depletion set (Illumina) following the
manufacturer’s protocol. We used 250 ng total RNA as starting material and
performed 11 PCR cycles from library amplification (optimal cycle deter-
mined with the same method as the small RNA, discussed above). Samples
were pooled by 24, denatured, spiked with 3% PhiX, and loaded onto a
paired-end read flow cell v3 at a final concentration of 11 pM for a paired-end
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100 cycles run, strictly following Illumina’s recommendations. Sequencing
depth was equivalent to three samples per lane.

All of the data are deposited in the Gene Expression Omnibus database
under accession no. GSE73554.

Data Analysis.
Alignment of ribosome footprints. We used the Ensembl Mus Musculus genome
annotation (assembly GRCm38/mm10) (77). Footprint sequences were first
aligned against rRNA and tRNA sequences (obtained using genome.ucsc.edu/,
filtered on rRNA and tRNA) using STAR 2.3.0 (78) with options -seedSearch-
StartLmax 15 -clip3pAdapterSeq TGGAATTCTCGGGTGCCAAGGAACTCCAGT-
CAC -outReadsUnmappedFastx. In this way, the STAR internal clipping function
is used and reads are split into pieces no longer than 15 bp to avoid ambiguous
mapping. Unmapped reads were then aligned with the same options to the
reference genome. To improve accuracy on splice junctions, the index of the
reference genome was built by considering the Ensembl annotation (using STAR
-runMode genomeGenerate -sjdbGTFfile).
Triplet periodicity analysis in ribosome footprints.Using a custom Perl script, 5′ ends
of uniquely mapping reads (up to one mismatch) were analyzed in a window of
50 bp around the annotated translation initiation site and translation end site.
The fraction of reads at every position is computed for each transcript and av-
eraged over all annotated transcripts. This analysis was performed for the 84
samples independently.
Quantification of ribosome footprints. For each Ensembl gene, all of the exons of
the respective annotated protein-coding transcripts were considered. Reads
up to one mismatch, with sizes between 29 and 35 nt, were counted con-
sidering only reads in the right orientation. Both uniquely mapping and
multimapping reads were reported. Read counts were normalized by the
respective library size, and by the average size of transcripts coding region.
The resulting ribosome signals (in log2) are provided in Dataset S1.
NEXTFlex analysis. Ribosome profiling reads were trimmed using fastx_clipper from
fastx_toolkit with parameters -Q33 -a TGGAATTCTCGGGTGCCAAGGAACTCCAGT-
CAC -c -l 11 -M 5. Trimmed reads were filtered for unique sequences. The output
was written in separated fasta files. Both groups of files containing unique se-
quences or all sequences were aligned independently using the same procedure:
footprint sequences were first aligned against rRNA and tRNA with the options–
seedSearchStartLmax 15–clip5pNbases 4–clip3pNbases 4–outReadsUnmappedFastx.
In this way, the internal trimming function in STAR is used to skip the first and last
four nucleotides (representing the random barcode). Unmapped reads were then
aligned with the same options to the reference genome. For the quantification of
ribosome footprints, our standard pipeline was used.
Mapping of total RNA-Seq. Paired end reads were aligned to the same genome
index than for the RFP using STAR.
Quantification of exonic and intronic levels for each gene. Considering all Ensembl
transcripts annotated to a particular gene, we first defined exonic and intronic
regions.A regionwasdefinedas exonic if it occurs in at least oneof the transcripts.
Meanwhile, intronic regions had to be shared between all of the transcripts, to
maximize specificity of the intronic read counts. Using a custom Perl script, we
assigned uniquely mapping paired-end reads to exonic regions (in both cases of
exon–exon junctions or read pairs entirely contained in one exon), or intronic
regions (in both cases of intron–exon reads pairs, and ones entirely contained in
one intron), always considering reads orientation. To obtain proxies for the
relative concentrations of exonic and intronic gene products, read counts were
thereafter normalized by the total library sizes, as well as by the total sizes of the
respective intronic or exonic regions. Log2 expression levels were calculated.
5′-TOP analysis. A transcriptional start site sequencing (TSS-Seq) dataset from
embryonic (17 d) mouse was downloaded from DBTSS (version 10) (79). TSS
clusters were filtered for “confident” tag pattern, “NM_correspond” tag
type, and a minimum of 10 tags. The field “Represent TSS position”was used
to define the genomic position of each TSS. For each TSS, we searched in the
region [−5,+20] for a pyrimidine repeat of at least 5 nt starting before the
8th nt from the TSS and with a ratio of [T] and [C] less than 0.8. Enrichment
was performed using a hypergeometric test.

TISU analysis. TSSs are defined as for the 5′-TOP analysis. We scanned, using
fuzznuc (80), the region [−5,+45] around each TSS for the consensus se-
quence “[CG]AA[CG]ATGGCGG,” allowing one or two mismatches. Enrich-
ment was performed using a hypergeometric test.
Gene ontology analysis. Gene ontology (GO) analysis was performed using
RDAVIDWebService (81). Enrichment test was performed for Biological
Process (BP_all) and KEGG pathway annotation. Categories with adjusted
P values (Benjamini–Hochberg) smaller than 0.05 and a total population count
between 5 and 700 were reported.
Translation efficiency. The ratio between RFP and exonic RNA-Seq expression levels
canbeusedas aproxy for translationefficiency. Toavoid possible bias generatedby
our experimental design (single-end RFP reads versus paired-ends RNA-Seq reads),
RNA-Seq sequences were fragmented in silico using a custom Perl script: For each
first read in the pair, a substring with a size sampled from a normal distribution
(mean = 33, SD = 2) was extracted starting at a random position. The resulting
fragmented RNA-Seq (FRS) readswere then aligned and quantified using the same
pipeline as for the ribosome footprints (except for the adapter trimming option).
Changes in translation efficiency between WT and Bmal1 KO conditions were
computed using the edgeR (82) generalized linear model framework. RFP and FRS
counts (unique mapping reads) were normalized using edgeR. To estimate dif-
ferential translation efficiency in edgeR, conditional (WT, KO) and experimental
(RFP, FRS) factors were introduced together with an interaction term, whose sig-
nificance is assessed with a likelihood ratio test. Genes with FDR smaller than 0.05
and absolute Log2 fold change larger than 0.5 were analyzed.
Rhythmicity analysis. For ALF (2-h resolution) and RF (4-h resolution) conditions,
we focused on 24 h/12 h and 24 h periodicity, respectively, using harmonic
regression on the log2 transformed signals yðtÞ. We used the relation
yðtÞ= μ+ α cosðð2π=TÞ  tÞ+   β  sinðð2π=TÞtÞ + noise, where μ is the mean and α
and β are the coefficients of cosine and sine functions with period T. To
facilitate the comparison of rhythmicity between different types of signals
(RFP or RNA-Seq) and conditions (e.g., genotypes or feeding), we used a
model selection approach. In the case of N conditions, we allowed α and β to
be either zero (no rhythm) or nonzero (rhythms), and, moreover, α and β
could be shared between any subset of the N conditions. In short, a gene
could thus be flat or rhythmic and share its phase and amplitude with any other
conditions. The number of resulting models for N conditions is given by the Bell
number BN+1 (83). Each model is solved using standard linear regression and the
Bayesian information criterion (BIC) is used to control for model complexity (84).
BIC =n  lnðRSS=nÞ+   k  lnðnÞ, with RSS the sum of residuals square of the multi-
linear regression, n the number of time points, and k the numbers of parame-
ters. Confidence in the models can be addressed using Schwarz weights:
wj =   e

1
2ΔBICj=

P
Me

1
2ΔBICm where ΔBICj =BICj −  BICm*, with m* the minimum

BIC value in the set of BN+1 models. wj can be interpreted as the probability
that j is the optimal model (in the BIC sense) given the data and the set of
candidate models.

Total Protein Extraction and Analysis. Frozen livers were homogenized in lysis
buffer containing 20 mMHepes (pH 7.6), 100 mM KCl, 0.1 mM EDTA, 1 mM NaF,
1 mM sodium orthovanadate, 1% Triton X-100, 0.5% Nonidet P-40, 0.15 mM
spermin, 0.5 mM spermidine, 1 mM DTT, and a protease inhibitor mixture. After
incubation 30 min on ice, extracts were centrifuged 10 min at 21,000 × g and the
supernatants were harvested to obtain total extracts. Twenty micrograms of
extract were used for Western blotting. After migration, proteins were trans-
ferred to PVDF membranes and Western blotting was realized according to
standard procedures using antibodies (Cell Signaling) raised against P-RPS6
(2211), RPS6 (2117), and P-RAPTOR (2083) proteins.
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