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Abstract

Background—Biological rhythmicity has been extensively studied in animals for many decades. 

Although temporal patterns of physical activity have been identified in humans, no large scale, 

multi-national study has been published, and no comparison has been attempted of the ubiquity of 

activity rhythms at different time scales (such as daily, weekly, monthly, and annual).

Methods—Using individually-worn actigraphy devices, physical activity of 2,328 individuals 

from five different countries (adults of African descent from Ghana, South Africa, Jamaica, 

Seychelles, and the United States) was measured for seven consecutive days at different times of 

the year.

Results—Analysis for rhythmic patterns identified daily rhythmicity of physical activity in all 

five of the represented nationalities. Weekly rhythmicity was found in some, but not all, of the 
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nationalities. No significant evidence of lunar rhythmicity or seasonal rhythmicity was found in 

any of the groups.

Conclusions—These findings extend previous small-scale observations of daily rhythmicity to a 

large cohort of individuals from around the world. The findings also confirm the existence of 

modest weekly rhythmicity but not lunar or seasonal rhythmicity in human activity. These 

differences in rhythm strength have implications for the management of health hazards of rhythm 

misalignment.
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Introduction

Biological rhythms, many of which are endogenously generated, are ubiquitous and affect 

the physiology and behavior of possibly all organisms on Earth (1–3). Rhythmic processes 

that recur in approximately 24 hours (daily or circadian rhythms) have been particularly well 

studied. In mammals, daily rhythms are under the control of a master pacemaker located in 

the ventral hypothalamus, which controls endogenous rhythmicity and uses input from the 

eyes to adjust circadian rhythms to the environmental cycle of light and darkness (4, 5).

Daily rhythmicity of activity and other variables in human subjects has been investigated in 

controlled laboratory studies with a small number of subjects (6–11), and use of ambulatory 

actigraphy more recently has made it possible to monitor the activity of individuals living 

natural lives for a year or longer, but again with a limited number of subjects (12, 13). 

Consistently with the results of research on laboratory animals, the laboratory studies on 

human subjects indicated that humans possess an endogenous clock that oscillates with a 

period slightly longer than 24 hours and is synchronized by the daily cycle of light and 

darkness. Most humans start activity within a few hours of sunrise, are active for about 16 

hours each day, and stop activity a few hours after sunset. Applied research has shown that 

rapid or inconsistent changes in the rhythmic environment (such as those associated with 

transcontinental travel, shift work, or even the extensive use of artificial light in the modern 

24-hour society) can cause misalignment between the internal clock and the external time 

structure. Circadian disruption caused by or resulting in such misalignment can have serious 

negative health effects, such as cardiovascular disease (14), higher incidence of breast 

cancer (15), increased occurrence of psychiatric disorders (16), and development of 

metabolic syndrome (17).

Although daily or circadian rhythms are more pervasive and have been more thoroughly 

studied, biological rhythmicity in the time scale of weeks, months, and years has been 

documented in many species (1–3). Seasonal rhythmicity, for example, is very strong in 

some species (such as in ground squirrels that alternate between being active and 

homeothermic during the summer and being torpid in the winter), whereas it is not 

detectable in other species (18).
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Various biological rhythms have been studied in human subjects (19), but not even the basic 

daily pattern of physical activity has been subjected to a large scale, multi-national study, 

and no attempt has been made to compare the strength of rhythmicity at different time scales 

(such as daily, weekly, monthly, and annual). Regarding weekly rhythms, a few studies, 

mostly involving cross-sectional populational data instead of individual longitudinal data, 

have documented that people editing articles on Wikipedia (the free online encyclopedia) do 

it more often on weekdays or on weekends, depending on location around the world (20), 

that scientists refereeing journal manuscripts tend to do it early in the week, starting on 

Sunday (21), and that people in general tend to sleep one to three hours longer on Friday and 

Saturday nights than on weekday nights (22, 23). In the temporal scale of months, the 

frequency of heart attacks (myocardial infarction, ventricular fibrillation, cardiac arrest, etc.) 

has been shown to vary seasonally by about 3%, peaking in the winter (24, 25, 26, 27), 

while a 30% rise in the occurrence of human spouse-battering has been noted in the summer 

(28), and a 15% rise in depressive mood, particularly in women, has been noted in the fall 

and winter (29).

Whereas daily rhythmicity in humans is known to be driven by an endogenous clock, there 

is no consistent evidence of human endogenous clocks driving weekly, seasonal, or other so-

called infradian rhythms, except for the menstrual cycle in women (1–3). Nonetheless, the 

fact that autonomic and behavioral processes in humans do exhibit weekly and seasonal 

rhythmicity indicates that the interaction between circadian and infradian rhythms must be 

investigated if one wishes to fully understand human physiology.

In order to prevent misalignment between internal and external clocks (and the resulting 

negative health effects), it is necessary to first understand the functioning of the internal 

clock, which is expressed in the temporal organization of physical activity and other 

autonomic and behavioral variables. To advance this understanding, we analyzed actigraphy 

data obtained from more than 2,300 individuals from five countries and looked for rhythmic 

patterns at various time scales: daily (24 hours), weekly (7 days), lunar (29.5 days), and 

annual or seasonal (12 months). We were interested in finding out whether people who live 

in five countries with very different levels of socioeconomic development exhibit different 

activity patterns and, if so, whether these differences are limited to daily patterns or can also 

be observed in weekly, lunar, and seasonal patterns of activity.

Material and Methods

Two thousand five hundred adults of evolutionarily-recent African descent, 25–45 years old, 

were enrolled in the Modeling the Epidemiologic Transition Study between January 2010 

and September 2011 (30). Five hundred participants, approximately 50% of whom were 

female, were enrolled in each of five study sites: rural Ghana, urban South Africa, urban 

Jamaica, the small island state of Seychelles, and suburban United States (Maywood, a 

suburb of Chicago). The study sites represented a range of socioeconomic development as 

defined by the United Nations’ Human Development Index (HDI), with Ghana as a low 

middle HDI country, South Africa as middle, Jamaica and the Seychelles as high, and the 

United States as a very high HDI country (31). In all locations, individuals with obvious 

infectious diseases and pregnant or lactating women were excluded. Individuals who had a 
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condition preventing them from engaging in normal physical activities (such as severe 

arthritis) were also excluded. Participant characteristics are listed in Table 1.

Physical activity was assessed using the Actical accelerometer (Phillips Respironics, Bend, 

OR, USA). The monitor was worn at the waist, positioned just behind the right hip. 

Participants were asked to wear the monitor at all times for 8 days, except while bathing, 

showering, or swimming. Reliable accelerometer data, recorded continuously for a week 

with 1- min resolution, were obtained from 2,328 men and women (454 from Ghana, 496 

from South Africa, 429 from Jamaica, 450 from Seychelles, and 499 from the United 

States). All protocols for the study were approved by the Institutional Review Board or 

Ethics Committee of the participating institutions.

To compare the strength of daily, weekly, lunar, and seasonal rhythms of activity, one would 

ideally monitor each subject continuously for many years, an arrangement that is not 

feasible when thousands of individuals are involved. As an alternate approach, we sampled 

data segments from the week-long records of subjects monitored at various times of the 

year. Holidays were not controlled for, but, because data were collected over more than a 

year and a half, holidays occurred at various times for different people, so that systematic 

biases were unlikely to occur.

To ensure that shorter cycles would not be favored by greater representation in the data set, a 

computer program written specifically for this study arranged the actigraphic data by 

reading each of the 2,328 individual files and computing physical activity as movement 

counts per hour within specific time intervals. To allow direct comparison of the ubiquity of 

daily, weekly, lunar, and seasonal rhythms through two-way ANOVAs with equal statistical 

power, the actigraphic data were arranged into four time intervals for each of the four cycles, 

as shown in Table 2. To enhance the similarity of statistical power in the various tests, the 

data were culled to produce comparable data sets according to a between-subjects design, as 

follows: for daily rhythmicity, only data from one of the four time intervals (and only from 

the second day of recording) were used from each subject. Data culling was done 

stochastically, using the computer’s random number generator with a new seed for each data 

set. For weekly rhythmicity, only data from the second day of recording were used from 

each subject, that day being assigned to the appropriate time interval (day of the week) 

based on the actual day of the week of the recording. For lunar rhythmicity, only data from 

the second day of recording were used, and the lunar phase of this day was determined by an 

algorithm based on the number of days since a known new moon (18 November 1998) and 

reducing this modulo 29.53058867 (the length of a synodic month). For seasonal 

rhythmicity, data from the second day of recording were used and were assigned to the 

appropriate month interval. When combining different countries for the ANOVA on 

seasonal rhythmicity, two arrangements were tested: one matched by calendar and one 

matched by season (with time intervals of countries in the southern hemisphere being in 

opposite order of those of countries in the northern hemisphere).

Although the procedure described in the preceding paragraph allowed for unbiased 

comparison of the strength of daily, weekly, lunar, and seasonal rhythms of activity, it did so 

at the cost of discarding large sections of data. Thus, additional analyses were conducted to 
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take advantage of the available data. For the analysis of daily rhythmicity, the records of all 

2,328 subjects were used for a repeated-measures ANOVA comparing the 24 hours of a day 

(averaged over several successive days for each subject). Additionally, the cosinor 

procedure was used to confirm 24-hour rhythmicity (32). Although not all subjects had full 

168-hour records, the records of 1,339 subjects were available for a repeated-measures 

ANOVA comparing the seven days of the week. For the analysis of seasonal rhythmicity, 

the records of all 2,328 subjects were used for a between-subjects ANOVA comparing the 

12 months of the year. In all three cases, activity was expressed as counts per hour. Lunar 

rhythmicity could not be analyzed in the same manner because the data could not be 

arranged in either a repeated-measures or a between subjects design with greater resolution 

than that attained in the procedure described in the previous paragraph.

Because a total of eight separate ANOVAs were conducted (five in the primary analysis and 

three in the secondary analysis), all probabilities expected under the null hypotheses were 

multiplied by 8 to prevent Type I errors. Corrected probabilities smaller than 0.05 were 

considered to be statistically significant. Considering that the high statistical power resulting 

from the large number of data points might give emphasis to trivial results, indices of effect 

size (ω2) were provided whenever possible.

Results and Discussion

The results of the primary (unbiased) analysis are shown in Fig. 1. Two-way ANOVAs 

(country × time interval) revealed statistically significant effects in some but not all 

conditions, as detailed in Table 3. The main effect of country was significant for all four 

time scales, and the consistency among the time scales was to be expected given that the 

data were sampled from the same set of subjects for the analyses of the four time scales. The 

effect size was modest, with the effect of country being associated with only 2.8% of the 

total variance (2.8% being the average ω2 × 100 of the five tests of the effect of country in 

Table 3). As previously reported, Ghanaians were slightly but significantly more active than 

residents of the United States, with residents of the other three countries somewhere in 

between, varying with sex (33). The effect size of daily rhythmicity was much more robust, 

accounting for 22.8% of the variance in the data (Table 3), which indicates that physical 

activity varies consistently with time of day. A modest interaction effect (2.5%) was also 

present, indicating that time of day had a slightly greater effect in some countries than 

others.

One-way ANOVAs conducted post hoc on the same data sets for each country separately 

showed statistically significant daily variation of physical activity in all five countries, even 

if its strength varied from 8% in the United States to 40% in Ghana. Generally, activity was 

lowest at night (segment 1, with a grand mean of 1,636 counts per hour) and highest in the 

afternoon (segment 3, with a grand mean of 11,312 counts per hour). However, as indicated 

by the interaction effect in the two-way ANOVA, the temporal distribution of activity was 

not identical in the five countries. Notably, activity was higher in the morning (segment 2) 

than in the afternoon (segment 3) in Ghana, although differences between morning and 

afternoon were not significant in any of the five countries.
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Secondary analysis for daily rhythmicity involved a repeated-measures ANOVA for 

consecutive hourly segments (Fig. 2). Here again, statistically significant rhythmicity was 

found in all countries, as well as in the combined data set of all 2,328 subjects: F(23, 53475) 

= 570.299, p < 0.0001. As seen in Fig. 2, the level of activity is relatively stable from 7 am 

to 6 pm, being lower prior to and after this interval. Cosinor analysis confirmed the presence 

of a rhythmic pattern with robustness (i.e., rhythm strength) at 85% and acrophase (i.e., 

idealized peak time) at 13:18 hours. This daily temporal variation is consistent with the 

findings of various small-scale studies that documented circadian rhythmicity of locomotor 

activity in humans (6–11).

The two-way ANOVA for weekly rhythmicity revealed a modest but significant main effect 

of day of the week (with an effect size of not quite 1%) and no significant interaction with 

country (Fig. 1 and Table 3). Individual post hoc one-way ANOVAs showed weekly 

variation of physical activity only in participants from Seychelles (ω2 = 0.04 with less 

activity in the weekend [segment 4] than in week days) and Ghana (ω2 = 0.03 with lower 

activity on Mondays and Tuesdays [segment 1]). The secondary analysis involved a 

repeated-measures ANOVA for seven consecutive days (Fig. 2). Here, statistically 

significant rhythmicity was found for the five countries combined, F(6, 8028) = 14.697, p < 

0.0001, although, as in the primary analysis, weekly rhythmicity was found only in residents 

of Seychelles and Ghana when the countries were tested separately. Weekly variation in 

human activity has been previously documented in various specific behaviors (12, 13, 34, 

35), but the current results indicate that general physical activity does not necessarily follow 

a weekly pattern. It is likely that some individuals are more active on weekends whereas 

others are more active during week days, and this distribution evidently varies from country 

to country. A longitudinal study with several consecutive weeks of data collected from each 

subject would be needed to sort this out.

The primary analysis of lunar variation of physical activity did not reveal a significant main 

effect of moon phase or of the interaction between moon phase and country (Fig.1 and Table 

3). The computed effect size was less than 0.5%. The failure to detect lunar variation was 

not due to lack of adequate statistical power (Type II error), as significant variation was 

detected in the daily and weekly time domains with an identical experimental design. This 

failure to find evidence of lunar rhythmicity is noteworthy because, despite the established 

view that lunar rhythmicity does not affect human physiology and behavior (19), three 

recent studies have described lunar cycle effects on human sleep (36–38). The authors of a 

more extensive study of sleep across lunar cycles failed to confirm this effect and 

recommended the publication of negative results to counter occasional claims of positive 

results (39). This recommendation is reinforced by the fact that publication bias in the form 

of selective suppression of null findings has been documented also in the social sciences 

(40). Thus, the present study serves as one more published record of negative results 

concerning effects of the lunar cycle on human physiology and behavior.

Whether trimesters were arranged chronologically or by seasons, the two-way ANOVA for 

seasonal rhythmicity failed to identify either an effect of seasonal variation or an effect of 

interaction between season and country (Table 3). Effect sizes were less than 0.5%. The 

secondary analysis involved a one-way ANOVA for 12 months with different subjects in 
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each month (Fig. 2). Here again, no significant rhythmicity was detected: F(11, 2308) = 

1.240, p > 0.500. It should be noted that, although there is not much seasonal variation of 

day length in Jamaica (18° N), and almost no variation in Seychelles (4° S), there is 

considerable seasonal variation in photoperiod in the Chicago area (latitude 42° N), which 

could have been associated with changes in physical activity. The absence of seasonal 

changes may reflect the availability of artificial lighting (as well as ventilation, heating, and 

air conditioning) throughout the year.

In conclusion, this study revealed strong daily rhythmicity, modest weekly rhythmicity, and 

no lunar or seasonal rhythmicity of physical activity in data from 2,328 individuals from five 

different countries. Although previous studies had addressed rhythmicity in these four time 

domains separately, the present study provided for the first time a direct comparison of the 

strengths of the four rhythmic domains in human activity.

In this study, daily rhythmicity was found to account for 23% of the variance in physical 

activity, whereas weekly rhythmicity accounted for less than 1% of the total variance. 

Differences from one country to another accounted for 3% of the variance. This means that 

differences from one country to another have a much smaller impact on physical activity 

than daily rhythmicity has. Also, differences from one country to another have a greater 

impact on physical activity than weekly rhythmicity has. An implication of these findings is 

that misalignment between internal and external clocks is unlikely to have medical 

consequences for weekly, lunar, or seasonal rhythms, for the simple reason that these 

rhythms are either too weak on non-existent. In contrast, daily rhythmicity (as gauged by the 

rhythm of physical activity) is quite strong, and misalignment between the circadian clock 

and the environmental light-dark cycle has been shown to have serious negative health 

effects (14–17). The fact that we found daily rhythmicity to be strong and to follow a similar 

pattern in residents of five countries differing greatly in socioeconomic development 

suggests that therapeutic procedures for circadian misalignment developed in one region of 

the world will likely be effective in other regions as well.

Limitations of this study include, as indicated above, the fact that longitudinal data were not 

available for analysis of weekly, lunar, and seasonal rhythms. By culling the data, the 

primary analysis ensured that the strength of daily rhythmicity was not overestimated, and it 

is unlikely that long-term records will provide evidence of strong rhythmicity in the scale of 

weeks, moon phase, and seasons. Nonetheless, at least the feeble weekly rhythmicity that we 

identified can be studied in more detail with data collected over several consecutive weeks. 

Another limitation of the study is that only physical activity was used as a measure of 

biological rhythmicity. Studies in many animal species have shown that the daily rhythm of 

locomotor activity has a temporal pattern very similar to that of the body temperature 

rhythm (41), but it is possible that physical activity does not reflect accurately the weekly, 

lunar, or seasonal rhythmicity of an organism. Thus, studies using different variables for the 

monitoring of rhythmicity could lead to different conclusions about the relative strength of 

these four rhythmic processes.

Future studies might address the limitations indicated above by examining weekly 

rhythmicity through a longitudinal approach and by evaluating all four temporal domains 
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using a variable other than physical activity. Also, although the five countries included in 

the present study spanned a wide range of socioeconomic development, future studies might 

include a larger number of countries to ensure that the chosen countries constitute a 

representative sample of the world population, both ethnically and culturally.
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Key message

• Analysis of the pattern of physical activity of 2,328 individuals from five 

countries revealed strong daily rhythmicity in all five countries, moderate 

weekly rhythmicity in some countries, and no lunar rhythmicity or seasonal 

rhythmicity in any of the countries.
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Fig. 1. 
Results of the unbiased analysis. The bars represent mean values (± SEM) of physical 

activity (in counts per hour × 1,000) for the four time intervals of each of the four cycles in 

each of the five countries. Codes for the time intervals are listed in Table 2. The results of 

two-way ANOVAs are shown in Table 3. Asterisks indicate probabilities associated with the 

F statistics obtained in post hoc one-way ANOVAs for each panel: *** p < 0.0001, * p < 

0.05. Absence of asterisks indicates p > 0.10. When the main effect is significant, 
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significance of multiple comparisons by Tukey’s test is indicated by lower case letters: bars 

with different letters are significantly different from each other.
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Fig. 2. 
Results of the secondary analysis for the combined data set of men and women from the five 

countries. The bars represent mean values (± SEM) of physical activity (in counts per hour × 

1,000). Asterisks indicate probabilities (corrected for multiple testing) associated with the F 

statistics obtained in one-way ANOVAs for each panel: *** p < 0.0001. Absence of 

asterisks indicates p > 0.10. When the main effect is significant, significance of multiple 
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comparisons by Tukey’s test is indicated by lower case letters: bars with different letters are 

significantly different from each other.
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Table 2

The time intervals used for the four cycles

Time of day 1: night (00:00 to 05:59)

2: morning (06:00 to 11:59)

3: afternoon (12:00 to 17:59)

4: evening (18:00 to 23:59)

Day of the week 1: Monday, Tuesday

2: Wednesday, Thursday

3: Friday

4: Saturday, Sunday

Moon phase 1: New moon

2: Quarter moon

3: Full moon

4: Three-quarter moon

Month of the year 1: Jan, Feb, Mar

2: Apr, May, Jun

3: Jul, Aug, Sep

4: Oct, Nov, Dec
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Table 3

Results of two-way ANOVAs for the primary (unbiased) analysis

Daily rhythmicity

  Effect of country: F(4, 2304) = 12.655, p < 0.0001, ω2 = 0.015

  Effect of time of day: F(3, 2304) = 242.579, p < 0.0001, ω2 = 0.228

  Effect of interaction: F(12, 2304) = 7.599, p < 0.001, ω2 = 0.025

Weekly rhythmicity

  Effect of country: F(4, 2304) = 19.389, p < 0.0001, ω2 = 0.030

  Effect of day of the week: F(3, 2304) = 6.664, p < 0.001, ω2 = 0.007

  Effect of interaction: F(12, 2304) = 1.468, p > 0.800, ω2 = 0.002

Lunar rhythmicity

  Effect of country: F(4, 2304) = 21.056, p < 0.0001, ω2 = 0.033

  Effect of moon phase: F(3, 2304) = 4.088, p = 0.056, ω2 = 0.004

  Effect of interaction: F(12, 2304) = 1.326, p > 0.800, ω2 = 0.002

Seasonal rhythmicity (by calendar)

  Effect of country: F(4, 2304) = 19.944, p < 0.0001, ω2 = 0.030

  Effect of season: F(3, 2304) = 3.174, p = 0.184, ω2 = 0.003

  Effect of interaction: F(12, 2304) = 1.754, p = 0.400, ω2 = 0.004

Seasonal rhythmicity (by season)

  Effect of country: F(4, 2304) = 18.944, p < 0.0001, ω2 = 0.030

  Effect of season: F(3, 2304) = 1.879, p > 0.800, ω2 = 0.001

  Effect of interaction: F(12, 2304) = 2.078, p = 0.128, ω2 = 0.005
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