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Abstract

Much has been learned about the hippocampal/entorhinal system, but an overview of how its parts 

work in an integrated way is lacking. One question regards the function of entorhinal grid cells. 

We propose here that their fundamental function is to provide a coordinate system for producing 

mind-travel in the hippocampus, a process that accesses associations with upcoming positions. We 

further propose that mind-travel occurs during the second half of each theta cycle. By contrast, the 

first half of each theta cycle is devoted to computing current position using sensory information 

from the lateral entorhinal cortex (LEC) and path integration information from the medial 

entorhinal cortex (MEC). This model explains why lesions can abolish hippocampal phase 

precession but not place fields.

Much has been learned about the cell types in the hippocampal region that underlie the sense 

of place, culminating in the 2014 Nobel Prize. The first cell type discovered was the place 

cells of the hippocampus [1]. These fire when an animal is in a particular location of a given 

environment (Figure 1A). More recently, investigation of the medial entorhinal cortex 

(MEC), a cortical region that provides input to the hippocampus, led to the discovery of cells 

with various response properties. Of these, the best known are grid cells. These fire when 

the animal is in any of multiple locations that form a triangular grid [2] (Figure 1B). Other 

cell types include conjunctive grid cells (these fire only when the animal is on a vertex of the 

grid and when the animal moves in a particular direction) [3], head-direction cells [4–6], 

speed cells [7], and boundary vector cells [8] (Figure 1C). The lateral entorhinal cortex 

(LEC) also provides input to the hippocampus and contains cells that carry sensory 

information about the current position [9]. These cell types are pieces of the puzzle, but a 

framework for understanding how these cell types work together to produce the sense of 

place and access memory information is still needed.

A core question is the function of grid cells. It had generally been assumed that grid cells are 

an obligatory precursor of place cells [10–13]. However, such models have been called into 

question by results showing that place cells exist after elimination of grid cells [14–18]. 
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Recent reviews have suggested why place cells do not require grid cells; namely, place cells 

also receive sensory information about position from the LEC, information that is sufficient 

to define the place field [19,20]. This leaves unresolved the question of what the special role 

of grid cells might be and, more generally, how the identified pieces of the puzzle fit into a 

functional framework. Before suggesting such a framework, we first review what is known 

about path integration and theta sequences (phase precession; see Glossary), two 

phenomena central to the framework that we will develop.

Path Integration (Dead-Reckoning)

As noted above, both the LEC and MEC provide information about position. However, this 

information is derived in different ways. The process of spatial localization can use sensory 

information about landmarks in the environment, information that is thought to come from 

the LEC [21]. However, these landmarks may be few and far between; information about 

intermediate positions is provided by a process termed ‘path integration’ that is thought to 

come via the MEC [22]. This computation takes a past estimate of the position of the animal 

and adds to it the change in position during the intervening time, thereby forming an 

estimate of current position. The change in position can be computed by integrating a 

velocity vector (direction and speed of the animal) that is based on vestibular information, 

sensorimotor information about self-motion, and optic flow [23]. Experiments demonstrate 

that information about path integration is present in place cells [24,25] and grid cells [26]. A 

major advance in theoretical neuroscience has been the understanding that a network of grid 

cells is capable of performing path integration. If activity bumps are moved in proportion to 

a velocity vector, bump position is determined by the integration of velocity and therefore 

provides an estimate of current position [22,27–30] (Box 1 for further explanation). Several 

influential models have thus assumed that grid cells perform path integration and that the 

results are then passed on to place cells [13,28,31–33]. However, we will argue below that 

the primary function of grid cells is integration of a different type of information: an 

artificial velocity vector (AAV) that represents the direction of imagined motion.

Box 1

Network Mechanisms of Integration by Grid Cells

This proposal builds on concepts about how neural networks having properties of the grid 

cell system could perform integration in two dimensions, leading to an analog 

representation of the position of the animal in an environment [13,28,31–33]. To 

understand how such networks work, it is useful to first consider a simpler integration 

network that works in one dimension, termed a ring attractor. A key feature of such 

networks is that a variable (e.g., position along a line) can be stably represented by the 

position of a ‘bump’ of activity in a group of cells at a given position in a ring of neurons. 

This bump can arise if cells that are close to each other in the ring excite each other but 

inhibit more-distant cells. There are also special cells that can move the bump. If these 

cells are inactive, the position of the bumps will be nearly stable. On the other hand, if 

these special cells are active, the bump will move. Moreover, if these cells have the 

property that they move the bump in proportion to the velocity of the animal, the bump 

will effectively integrate this signal, thereby making the position of the bump represent 
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the position of the animal. Although different in details, current models of the grid cell 

network are similar, with the main difference being that the network is a 2D sheet. This 

allows the bump (or a grid of bumps in the case of the figure) to be moved in any 

direction, possibly under the control of conjunctive grid cells [28]. If the signal that 

stimulates movement of the bump is a velocity vector, the system will perform path 

integration (the bump will represent the calculated position in a 2D environment 

[22,28,30,88]) (Figure I).

Figure I. MEC Grid Cell Network
Grid cells in the network are indicated by the small dots; color represents level of 

activation. Actual position in the environment can be constructed from combining the 

representations from several such networks (modules) having different spatial scales and 

rotation. Laterally-connecting cells (not shown) move the position of all bumps (left, 

before movement; right, after) at a rate and direction proportional to the velocity vector 

(arrow).

Theta Sequences and Phase Precession

Population activity in the rodent hippocampal system exhibits theta-frequency oscillations 

(5–10 Hz), particularly during movement [34]. Recordings reveal ‘theta sequences,’ in 

which place cells fire during a theta cycle in order of the position of their place fields 

(Figure 2A–C) [35,36]. Thus, if cell 1 represents position 1, cell 2 represents position 2, and 

so on (these numbers define the ‘true place field’: see Figure 2D,E and next paragraph), 

then a segment of an actual path could be represented in a time-compressed way during a 

theta cycle by the firing sequence 1,2,3,4, with each cell firing at a progressively later theta 

phase. The sequence of place cell activations occurs during a single theta cycle despite the 

fact that the animal moves very little during a single ~100 ms theta cycle, implying that they 

are internally generated. Such theta sequences often relate to positions immediately ahead of 

the current position and thus have been termed ‘look-ahead’ [37–39]. For reasons noted 
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later, we now favor the term ‘mind-travel’. Such mind-travel may be of enormous 

functional importance in allowing information associated with upcoming positions [40] to be 

recalled (was there ever a cat at position 4 on the other side of this hole?).

The network process of mind-travel can be observed in single cells during a phenomenon 

termed ‘phase precession’ [41]. This phenomenon is illustrated in Figure 2E: as the animal 

moves through the place field of a cell, the spiking of a cell occurs at a systematically earlier 

theta phase on each successive theta cycle. It is important to understand that, because mind-

travel is a process of predicting the sequence of upcoming places, cells fire over a broad 

region (the rate place field) before reaching the true place field. Consider cell 3 of Figure 

2D–F. When the animal first enters the rate place field at position 1, the true place field of 

cell 3 (i.e., position 3) is far ahead of the animal, and the cell will therefore fire at the end of 

the theta sequence 1,2,3, in other words with late theta phase (upper part of y-axis of Figure 

2E). On the next theta cycle, the animal will have moved to position 2, closer to the true 

place field (rightwards on x-axis of Figure 2E), such that the cell will fire during the 

sequence 2,3,4 and thus will have earlier theta phase. Finally, the animal reaches the true 

place field at position 3, and therefore the cell will fire first during the sequence 3,4,5 (lower 

part of y-axis of Figure 2E). This explanation of phase precession applies to data taken while 

the animal traverses a linear track; for related arguments about data taken in the open field, 

see [42]).

Closer analysis of phase precession has shown that it is not uniform as the rat traverses the 

rate place field, but instead has a bimodal property [43]. Immediately after entering the rate 

place field, firing occurs in a narrow phase range at late theta phase. As the animal 

progresses through the field, firing continues to occur in a narrow phase range at each 

position, a range that occurs with earlier phase on each successive theta cycle. This phase 

precession is restricted to the second half of the theta cycle (Figure 2E, top half of plot). 

When the rat reaches the far side of the rate place field (i.e., the true place field), the theta 

phase of firing does not vary with the position of the animal, and firing occurs over a 

relatively broad phase range confined to the first half of the theta cycle (bottom half of plot). 

Below we provide the first functional explanation for this bimodal property of phase coding.

Proposal: The Two Halves of the Theta Cycle Are for Computation of 

Current Position and Mind-Travel, Respectively

As a framework for understanding the bimodal nature of phase precession, we suggest that 

the system performs different functions during the two halves of each theta cycle (Figure 3). 

The first half is devoted to processing the current position (only the cells whose true place 

fields correspond to current position are active, and there is no place cell sequence). The 

second half of each theta cycle is devoted to mind-travel to a sequence of positions away 

from the current position. This explains why the phase precession plot only shows position-

dependence of phase during the second half of the theta cycle (Figure 2E). For a specific 

experimental test of this framework, see Prediction (i) of Box 3. It should be noted that we 

are using the convention that 0° is the peak of theta as measured at the CA1 pyramidal cell 

layer. A rule of thumb is that the ‘first half of theta’ (when CA1 place cells fire in their ‘true 
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place field’) occurs on the descending phase (0–180°) and the ‘second half of theta’ (when 

the mind-travel in CA1 occurs) occurs on the ascending phase (180–360°) [44,45].

Box 3

Predictions

i. As shown in Figure 2, the firing during the first half on the theta cycle occurs 

when the rat enters the ‘true place field.’ If the animal heads toward this 

location, the predictive part of the phase precession that occurs during the 

second part of theta cycles should be present; however, if the animal eventually 

veers to the side of the true place field, the extensive firing that occurs during 

the first part of the theta cycle should be absent because the rat never reaches the 

true place field. Visual analysis of such veering trials [98,99] suggests this to be 

the case, but more rigorous analysis will be required.

ii. In our model, the remaining place fields after grid cell disruption are due to LEC 

input and should thus depend on sensory information. It follows that the place 

fields under these conditions should not depend on path integration.

iii. LEC lesions should not affect the generation of theta phase sequences.

iv. MEC lesions should specifically affect navigational behaviors that require mind-

travel. Consistent with this prediction, MEC lesions cause deficits in the Morris 

water maze, but not in the object/place associations that do not require mind-

travel [18].

v. The AVV that drives mind-travel should have several distinctive properties. 

Their firing rate should be proportional to the distance of mind-travel, which can 

be affected by goal location [38]. Furthermore, when mind-travel is behind the 

animal [61], the AVV system should point opposite to the head direction. 

Finally, the magnitude of the AVV should correspond with the distance of 

mind-travel.

vi. Sequences driven by grid cells are promptly available in a new environment and 

must be linear (but see [39]), whereas sequence recall dependent on the 

hippocampus can follow non-linear experienced paths. Thus, the first sequences 

in a new environment should be linear and should be truncated at turns, whereas 

the sequence can become nonlinear with experience.

According to the framework presented above, when cells represent current position, they fire 

over the entire first half of the theta cycle. Devoting such a large fraction of the theta cycle 

to the current position allows time for several processes. First, the system can bring together 

the LEC (sensory) and MEC (path integration) information in the hippocampus, resulting in 

an improved estimate of current position (see arrows 1 and 2 in Figure 3A; Box 1 for how 

CA3 could contribute to this compromise). This estimate is then imposed on the grid cell 

system (Figure 3A, arrow 3), providing a good starting point for the mind-travel process 

driven by grid cells (see below) that occurs during the second half of the theta cycle. A 

second process occurring during the first half of the theta cycle is the synaptic association of 
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current position with the sensory events at that position (e.g., a cat or a landmark). The 

required synaptic modifications may be effectively driven because of the long-duration 

firing that occurs over the first half of the theta cycle ([46,47] for a related proposal). By 

contrast, place cells are active for much shorter periods during the second half of each theta 

cycle because this half-cycle must be divided among cells representing the many sequential 

positions involved in mind-travel.

Proposal: Grid Cells Drive Mind-Travel during the Second Half of the Theta 

Cycle

We now come to the heart of our proposal: that a major function of the grid cell network is 

to produce the mind-travel that occurs during the second half of each theta cycle. This mind-

travel is driven by integration of an AVV input to the grid cell network. The AVV describes 

an imagined movement in a particular direction and with a particular velocity, neither of 

which are necessarily tied to the current motion of the animal. We emphasize that the 

resulting mind-travel is a gradual process: during the second half of each theta cycle, mind-

travel occurs to successive positions at increasing distance from the animal. As described 

earlier, expression of theta sequences during animal movement followed by reset to current 

position results in phase precession. Thus, integration of the AVV by grid cells is sufficient 

to generate phase precession.

The most straightforward implication of our model is that interfering with grid cell function 

should interfere with mind-travel (but not place fields). Consistent with this expectation, 

disabling grid cells or ablating the MEC strongly reduces phase precession and theta 

sequences without destroying place fields [48,49]. A complementary expectation is that 

there should be conditions that abolish place fields but preserve mind-travel. Recent work in 

which animals are placed in a 2D virtual reality under conditions with no vestibular 

information demonstrates this result [50]: place fields are not consistent over long 

timescales, but on short timescales phase precession is expressed normally.

In the simplest case, mind-travel would be generated in the grid cell network and then 

imposed on downstream hippocampal networks (dentate gyrus, CA3, CA1) with little delay. 

To a first approximation, this appears to be the case (Figure 2G), supporting an inheritance 

model [51] of phase precession, in which phase precession originates in the grid cell 

network and is then imposed on downstream networks. This way of understanding phase 

precession as the network phenomenon of mind-travel generated by grid cells [39,51–53] 

contrasts with models of single cell generation of phase precession [33,54].

The function of mind-travel is presumably to determine whether good or bad events have 

been previously associated with potential upcoming positions. This raises the question of 

how far ahead the system can mind-travel. Given the larger spatial scales of grid cells and 

place cells in the ventral as compared to the dorsal parts of the system [55,56], we envisage 

that the dorsal and ventral entorhinal/hippocampal regions work in parallel to perform mind-

travel over small and large scales, respectively (see [57] for computational benefits of such a 

system).
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Implementation of Control Processes

The above model raises the question of what mechanisms could provide the control signals 

outlined in Figure 3. Below we discuss possible candidates.

Generation of the AVV under Cognitive Control

Which cells generate the AVV must be under flexible cognitive control, allowing both the 

direction and magnitude of the AVV to be specified. Such flexibility is necessary to allow 

the distance of mind-travel to be increased with distance to goal [38] or speed [37], as 

experimentally observed.

What would a signal appropriate to act as the AVV look like? As a velocity vector, it must 

have both direction and speed components, which may be provided by separate cell types. 

Given the need for a directional component of the AVV, cells currently classified as head-

direction cells are possible candidates. Head-direction cells have been found in the thalamus, 

subiculum, and MEC [3,4,58], but these have diverse properties and are therefore not a 

single population. For example, head-direction cells in the MEC are more tuned to head 

direction itself [59], whereas thalamic head-direction cells seem to be more responsive to 

movement [58]. We have doubts that the head-direction cells in the MEC are in fact the 

AVV because of the following observation. If an animal is forced to move backwards, mind-

travel looks behind the animal [60,61] (it is for this reason that ‘look-ahead’ is a misleading 

term and that we prefer the term ‘mind-travel’). We would thus expect that the AVV should 

point backwards under these circumstances, but MEC head-direction cells do not [61]. It is 

important to explore whether other types of ‘head-direction’ cells have directional 

preferences corresponding to the direction of mind-travel, as would be needed for the AVV.

The speed component of the AVV may be provided by the recently discovered speed cells of 

the entorhinal cortex [7]. Notably, there are two major populations of speed cells. One is not 

theta-modulated, and thus would be appropriate for use in the integration of true velocity. 

The other is highly theta-modulated, such that it is specifically active during the part of the 

theta cycle in which mind-travel occurs. Such theta-modulated speed cells may combine 

with a direction signal to form the AVV.

Transition from Self-Localization to Mind-Travel

Based on functional considerations, we have posited that different pathways are modulated 

on or off during different halves of the theta cycle (Figure 3). For instance, during the mind-

travel that occurs in the second half of the theta cycle, it makes sense to stop the flow of 

information from the LEC about current position. Each control signal could be mediated by 

a class of interneurons, given that a wide range of theta phase-specific and input-specific 

interneurons have been described [62].

Where is Path Integration Calculated?

We now turn to the question of where path integration occurs. Settling this issue will require 

further experimentation, but we favor the possibility that path integration is not performed 

by grid cells but is provided to grid cells by an upstream area (Figure 3A, arrow 1). We 
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favor this view because the contrary view, that grid cells perform both path integration and 

mind-travel, poses difficult computational problems. During a theta cycle, the network 

would need to integrate both the true velocity and the AVV. The difficulty comes at the 

beginning of the next theta cycle, when, to determine current position, the integration due to 

the AVV must be subtracted out without affecting the integration due to real velocity. While 

this could potentially be accomplished [31], it seems simpler to suppose that path integration 

is maintained in a separate network and that the computed current position is imposed on 

grid cells at the beginning of each theta cycle. In such a system, mind-travel would not 

interfere with path integration.

There are several possible candidates for upstream sites where path integration might occur. 

One candidate is a class of spatially modulated non-grid cells (boundary vector cells, Figure 

1, or spatially periodic cells) found in the parasubiculum, subiculum, and EC [17,63,64]. 

Boundary vector cells form a stripe of activity with the stripe at a particular distance from a 

boundary. Although it has been proposed that these cells depend on visual computations that 

determine the distance from the boundary [19], it seems equally plausible that these cells 

arise as a result of one-dimensional path integration of the perpendicular distance from the 

boundary (and could thus be computed by a ring attractor, with the starting point of 

integration being set by boundary cells). Indeed, much recent work points to the importance 

of boundaries as fixing the path integrator to an environment [26,65,66]. Given different 

boundary vector cells that have perpendicular stripes of activity, a common target of these 

cells would have a place field at the intersection of the two input stripes. Another possibility 

[20] is that entorhinal pyramidal grid cells are the true path integrator, whereas the 

entorhinal stellate grid cells generate mind-travel. A final possible site for path integration is 

a type of grid cell in layer III of MEC. Intriguingly, this type does not show phase 

precession [45,67], and it is noteworthy that our model would predict that the true path 

integrator would not show phase precession because phase precession is the signature of 

mind-travel, which would not occur in the true path integrator. Several methods provide 

assays for path integration [24,25,68] and may be helpful in determining where it actually 

originates.

Role of Grid Cells versus Place Cells in Memory Processes

The hippocampal and entorhinal systems have different roles in the computation of place, 

roles that ultimately serve memory functions. Notably, the hippocampal network represents 

the current environment, allowing associations with particular places to be formed and 

recalled. By contrast, the grid cell network represents universal spatial structure [52], 

providing a coordinate system that can be used to organize mind-travel (even over non-

experienced paths). Evidence for this difference between the hippocampal and grid cells 

systems comes from the study of how representation properties change when the animal is 

placed in different environments [69]. It was found that hippocampal place representations 

are uncorrelated from environment to environment [40,70]; in particular, two cells that have 

adjacent place fields in one environment may have place fields on opposite sides of the room 

in a second environment. This has been termed ‘global remapping.’ By contrast, grid cells 

within the same grid cell module shift coherently from environment to environment, 

preserving the relative spatial relations between the grid fields of different cells [71,72]. The 
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grid cells thus represent universal aspects of spatial structure that can be applied to any 

environment (see below). In the next sections we describe how these properties contribute to 

memory function.

Environment-Specific Memory Stored in the Hippocampus

The hippocampus is considered to be the main storage site for episodic memory, which can 

occur in two forms. In the hippocampus, sensory information about a location is associated 

with the neural representation of that position by a process termed ‘rate remapping’. This 

form of episodic memory can include information about sensory qualities, task demands, 

and actions [40,73,74]. Because the hippocampal representations of space differ from 

environment to environment (see above), non-spatial associates of each location are stored 

in an environment-specfic way, thereby minimizing interference. The hippocampus can also 

learn and recall a second form of episodic memory: position sequences that describe 

experienced paths in a given environment [75,76] (Figure 4A). How these two forms of 

episodic memory are accessed is described in the next sections.

The AVV Probes Association with Positions: Funding Shortcuts

The integrator properties of the grid cell network allow the network to play out the result of 

any linear AVV and thereby access associations with upcoming positions. Consider a rat 

that moves from (0,0) to (+x,+y), followed by movement of (~x,0) before experiencing 

reward at the final location (0,y). As suggested previously [39,53], a simple process could be 

used to find a shortcut to the reward sites. In this process, AVVs of different direction are 

generated sequentially. The grid cell network performs integration of each AVV and 

activates the place cells corresponding to those sequential locations. If a place cell 

associated with reward is activated, as would be the case for the AVV pointing due north, 

which intersects (0,y), then the AVV used points out the correct direction for a shortcut 

(Figure 4B). This strategy can be utilized even if the animal has never before moved along 

this northward path because it utilizes the universal coordinate system of the grid cells, not 

the particular representation of the place cells. Thus, the grid cell coordinate system can be 

used in conjunction with the hippocampus to find shortcuts, even over never-experienced 

paths [39,53].

Possibility of Episodic Sequence Memory Cued by Mind-Travel

More complex memories involve sequences such as those that would define an entire route 

to a reward site. Such routes may involve several turns and thus be nonlinear; they can be 

replayed during non-theta states (e.g., during sharp waves; Figure 4A). The recall of such 

sequences can be observed as intrahippocampally generated replay during sharp-wave 

ripples [77,78].

An interesting possibility is that, in theta states, mind-travel might act as a cue for 

hippocampal sequence recall (Figure 4C). This might be initiated in grid cells by mind-

travel in a particular direction of interest. As mind-travel progresses to a position in the 

hippocampus that is on a previously experienced route, the strength of the intrahippocampal 

synaptic connections that store route information may be so strong that they dominate the 

next steps in sequencing, thereby producing recall of the non-linear route (Figure 4C). In 
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this case, grid cell mind-travel serves as a cue for the recall of an episodic memory from the 

hippocampus.

Significance of Theta

In our proposal we suggest that one function of theta frequency oscillations is to temporally 

organize two complementary computations. Such differential function of different phases of 

theta is also suggested by other findings [see Outstanding Question (ii)]. The essential aspect 

of rhythmic activity as a framework is that different network states alternate with each other. 

This alternation need not occur at a fixed frequency. Work in bats demonstrating lack of a 

theta-frequency peak in the hippocampal power spectrum has called into question emphasis 

on theta oscillations [79]. However, recent work in humans [80] and bats [81], both of which 

lack a clear theta-band peak in the power spectrum, demonstrates that theta oscillations in 

the hippocampus are fairly prominent, but that their frequency varies over a much wider 

range than in rodents. We emphasize that the frequency of the oscillation is not essential; 

instead, it is the alternation of state between representation of current position and mind-

travel.

Outstanding Questions

i. The true path integrator must have a start location for integration. This location 

must be determined by sensory information about landmarks, but how this 

information gets to the path integrator is not known. What is known is that, 

when learning an environment, animals start from a ‘home base’ [82] and make 

gradually incrementing excursions from the base. We imagine that sensory 

information about new landmarks might reach the path integrator through CA1 

or through grid cells (Figure 3B, see dashed lines), but virtually nothing is 

known about this. In particular, it would be important to know the conditions 

under which the path integrator is updated using landmarks.

ii. Several other lines of evidence point towards the existence of functionally 

different parts of the theta cycle. (a) Excitatory cells in entorhinal cortex layer II 

(EC2) and layer III (EC3), two of the input streams into the hippocampus, fire 

preferentially on opposite phases of theta [67]. (b) The CA1 region of the 

hippocampus receives inputs from the CA3 region as well as EC3. These two 

inputs have greatest strength on opposite phases of theta, as measured by power 

in their signature frequency bands [83] and by power in their spatially 

segregated input layers [84]. (c) Other evidence suggests that synaptic plasticity 

can switch from long-term potentiation to long-term depression depending on 

the theta phase of stimulation [85]. (d) Theoretical work has assigned the two 

halves of theta the functions of encoding and recall [46]. This idea fits with our 

proposal because mind-travel (driven in CA1 by EC2 via CA3) is fundamentally 

a recall process. Furthermore, representing current position during the first half 

of theta could result in the encoding of these events. A general model that 

explains all of these phase-dependent processes remains to be developed.

iii. In different environments, place cells change their relative position [86]. To 

achieve this global remapping, the grid cell system must be anchored to the 
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arbitrary place cell representation specific to each environment. Possibilities for 

this process include boundary cells [64,66], using multiple modules of different 

spatial frequencies [12,13,87]. This must involve the flow of sensory 

information to the grid cell system. Exactly how this works is not known.

Summary

In this article we have presented an integrated view of how various cell types found in the 

entorhinal/hippocampal system might work together to produce navigational and memory 

functions. Our proposal builds on previous ideas [19,22,46,53,82], but also introduces new 

insights about the differential function of the two halves of theta. During the first half of 

theta, place cells represent current position. During the second half of theta, grid cells drive 

mind-travel, which is then expressed in the place cell network to retrieve associations of 

those locations. This allows the linkage between the navigational and memory processes to 

be understood in a simple way. Experimental tests of this framework are suggested in Boxes 

2

Box 2

CA3 Network Mechanisms for Producing Compromise of LEC and MEC 
Information

The position estimates provided by the MEC and LEC are thought to have different bases 

(path integration and sensory landmark information, respectively). The CA3 hippocampal 

region may contribute to this process by calculating a compromise position [92]. The 

CA3 region has the properties of an attractor network [93–95]. If such a network is 

briefly exposed to a pattern, its activity is subsequently ‘attracted’ to the closest stored 

pattern (i.e., no compromise). However, experiments [96] and simulations [94,97] show 

that, if an input pattern is maintained, the network state is a compromise between the 

input patterns. Thus, CA3 could represent a position that is a compromise between the 

MEC and LEC estimates. This estimate would then be passed from CA3 to CA1, and 

from there back to the MEC (Figure 3A, arrow 3). This overall process would provide the 

MEC (and grid cells) with an improved estimate of the start position for the mind-travel 

process that occurs during the second half of the theta cycle.
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Glossary

Artificial 
velocity vector 
(AAV)

consists of a direction of interest and a distance of interest. This vector 

is integrated by the grid cell network to generate mind-travel in the 

appropriate direction

Grid cell 
modules

the grid cell network consists of several discrete modules. The grid 

cells in each module have a consistent spatial scale, a scale that differs 

between modules. The grid cells in each module move coherently 

when introduced into a new environment. Mind-travel, the process of 

internally generating a sequence of place cell activations without 

corresponding motion

Path 
integration

also known as ‘dead-reckoning.’ Starting with an identified position, 

adding the change in position derived from self-motion cues provides a 

new estimate of position

Phase 
precession

single-cell manifestation of theta sequences observed as a negative 

correlation between position and the theta phase of spiking

Rate place field the area in which a place cell fires. This is the standard method for 

defining a place field in the literature

Theta sequence within a theta cycle, an internally generated sequence of place cells fire 

corresponding to a sequence of locations. This sequence is time-

compressed compared to the length of time it would take to traverse 

this path in space. See mind-travel

True place field small part of the place field corresponding to region that cell actually 

represents. Firing outside that small region can be understood as 

predictive firing during mind-travel

References

1. O’Keefe J. Place units in the hippocampus of the freely moving rat. Exp Neurol. 1976; 51:78–109. 
[PubMed: 1261644] 

2. Hafting T, et al. Microstructure of a spatial map in the entorhinal cortex. Nature. 2005; 436:801–
806. [PubMed: 15965463] 

3. Sargolini F, et al. Conjunctive representation of position, direction, and velocity in entorhinal cortex. 
Science. 2006; 312:758–762. [PubMed: 16675704] 

4. Taube JS, et al. Head-direction cells recorded from the postsubiculum in freely moving rats. I. 
Description and quantitative analysis. J Neurosci. 1990; 10:420–435. [PubMed: 2303851] 

5. Taube JS. The head direction signal: origins and sensory-motor integration. Annu Rev Neurosci. 
2007; 30:181–207. [PubMed: 17341158] 

6. Peyrache A, et al. Internally organized mechanisms of the head direction sense. Nat Neurosci. 2015; 
18:569–575. [PubMed: 25730672] 

7. Kropff E, et al. Speed cells in the medial entorhinal cortex. Nature. 2015; 523:419–424. [PubMed: 
26176924] 

8. Solstad T, et al. Representation of geometric borders in the entorhinal cortex. Science. 2008; 
322:1865–1868. [PubMed: 19095945] 

9. Deshmukh SS, Knierim JJ. Representation of non-spatial and spatial information in the lateral 
entorhinal cortex. Front Behav Neurosci. 2011; 5:69. [PubMed: 22065409] 

Sanders et al. Page 12

Trends Neurosci. Author manuscript; available in PMC 2016 December 01.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



10. de Almeida L, et al. The single place fields of CA3 cells: a two-stage transformation from grid 
cells. Hippocampus. 2012; 22:200–208. [PubMed: 20928834] 

11. Rennó-Costa C, et al. The mechanism of rate remapping in the dentate gyrus. Neuron. 2010; 
68:1051–1058. [PubMed: 21172608] 

12. Monaco JD, Abbott LF. Modular realignment of entorhinal grid cell activity as a basis for 
hippocampal remapping. J Neurosci. 2011; 31:9414–9425. [PubMed: 21697391] 

13. Solstad T, et al. From grid cells to place cells: a mathematical model. Hippocampus. 2006; 
16:1026–1031. [PubMed: 17094145] 

14. Langston RF, et al. Development of the spatial representation system in the rat. Science. 2010; 
328:1576–1580. [PubMed: 20558721] 

15. Wills TJ, et al. Development of the hippocampal cognitive map in preweanling rats. Science. 2010; 
328:1573–1576. [PubMed: 20558720] 

16. Brandon MP, et al. Reduction of theta rhythm dissociates grid cell spatial periodicity from 
directional tuning. Science. 2011; 332:595–599. [PubMed: 21527714] 

17. Koenig J, et al. The spatial periodicity of grid cells is not sustained during reduced theta 
oscillations. Science. 2011; 332:592–595. [PubMed: 21527713] 

18. Hales JB, et al. Medial entorhinal cortex lesions only partially disrupt hippocampal place cells and 
hippocampus-dependent place memory. Cell Rep. 2014; 9:893–901. [PubMed: 25437546] 

19. Bush D, et al. What do grid cells contribute to place cell firing? Trends Neurosci. 2014; 37:136–
145. [PubMed: 24485517] 

20. Sasaki T, et al. Spatial and memory circuits in the medial entorhinal cortex. Curr Opin Neurobiol. 
2015; 32:16–23. [PubMed: 25463560] 

21. Knierim JJ, et al. Functional correlates of the lateral and medial entorhinal cortex: objects, path 
integration and local–global reference frames. Philos Trans R Soc Lond B: Biol Sci. 2014; 
369:20130369. [PubMed: 24366146] 

22. McNaughton BL, et al. Path integration and the neural basis of the ‘cognitive map’. Nat Rev 
Neurosci. 2006; 7:663–678. [PubMed: 16858394] 

23. Terrazas A, et al. Self-motion and the hippocampal spatial metric. J Neurosci. 2005; 25:8085–
8096. [PubMed: 16135766] 

24. Gothard K, et al. Dynamics of mismatch correction in the hippocampal ensemble code for space: 
interaction between path integration and environmental cues. J Neurosci. 1996; 16:8027–8040. 
[PubMed: 8987829] 

25. Chen G, et al. How vision and movement combine in the hippocampal place code. Proc Natl Acad 
Sci USA. 2013; 110:378–383. [PubMed: 23256159] 

26. Hardcastle K, et al. Environmental boundaries as an error correction mechanism for grid cells. 
Neuron. 2015; 86:827–839. [PubMed: 25892299] 

27. Samsonovich A, Mcnaughton BL. Path integration and cognitive mapping in a continuous attractor 
neural network model. J Neurosci. 1997; 17:5900–5920. [PubMed: 9221787] 

28. Burak Y, Fiete IR. Accurate path integration in continuous attractor network models of grid cells. 
PLoS Comput Biol. 2009; 5:e1000291. [PubMed: 19229307] 

29. Conklin J, Eliasmith C. A controlled attractor network model of path integration in the rat. J 
Comput Neurosci. 2005; 18:183–203. [PubMed: 15714269] 

30. Fuhs MC, Touretzky DS. A spin glass model of path integration in rat medial entorhinal cortex. J 
Neurosci. 2006; 26:4266–4276. [PubMed: 16624947] 

31. Navratilova Z, et al. Phase precession and variable spatial scaling in a periodic attractor map model 
of medial entorhinal grid cells with realistic after-spike dynamics. Hippocampus. 2012; 22:772–
789. [PubMed: 21484936] 

32. Giocomo LM, et al. Computational models of grid cells. Neuron. 2011; 71:589–603. [PubMed: 
21867877] 

33. Burgess N, et al. An oscillatory interference model of grid cell firing. Hippocampus. 2007; 
812:801–812. [PubMed: 17598147] 

34. Buzsáki G. Theta oscillations in the hippocampus. Neuron. 2002; 33:325–340. [PubMed: 
11832222] 

Sanders et al. Page 13

Trends Neurosci. Author manuscript; available in PMC 2016 December 01.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



35. Foster DJ, Wilson MA. Hippocampal theta sequences. Hippocampus. 2007; 17:1093–1099. 
[PubMed: 17663452] 

36. Gupta AS, et al. Segmentation of spatial experience by hippocampal theta sequences. Nat 
Neurosci. 2012; 15:1032–1039. [PubMed: 22706269] 

37. Maurer AP, et al. Greater running speeds result in altered hippocampal phase sequence dynamics. 
Hippocampus. 2012; 22:737–747. [PubMed: 21538659] 

38. Wikenheiser AM, Redish AD. Hippocampal theta sequences reflect current goals. Nat Neurosci. 
2015; 18:289–294. [PubMed: 25559082] 

39. Kubie JL, Fenton AA. Linear look-ahead in conjunctive cells: an entorhinal mechanism for vector-
based navigation. Front Neural Circuits. 2012; 6:20. [PubMed: 22557948] 

40. Leutgeb S, et al. Independent codes for spatial and episodic memory in hippocampal neuronal 
ensembles. Science. 2005; 309:619–623. [PubMed: 16040709] 

41. O’Keefe J, Recce ML. Phase relationship between hippocampal place units and the EEG theta 
rhythm. Hippocampus. 1993; 3:317–330. [PubMed: 8353611] 

42. Lisman JE, Redish AD. Prediction, sequences and the hippocampus. Philos Trans R Soc Lond B: 
Biol Sci. 2009; 364:1193–1201. [PubMed: 19528000] 

43. Yamaguchi Y, et al. Bimodality of theta phase precession in hippocampal place cells in freely 
running rats. J Neurophysiol. 2002; 87:2629–2642. [PubMed: 12037166] 

44. Mizuseki K, et al. Activity dynamics and behavioral correlates of CA3 and CA1 hippocampal 
pyramidal neurons. Hippocampus. 2012; 22:1659–1680. [PubMed: 22367959] 

45. Hafting T, et al. Hippocampus-independent phase precession in entorhinal grid cells. Nature. 2008; 
453:1248–1252. [PubMed: 18480753] 

46. Hasselmo ME, et al. A proposed function for hippocampal theta rhythm: separate phases of 
encoding and retrieval enhance reversal of prior learning. Neural Comput. 2002; 14:793–817. 
[PubMed: 11936962] 

47. Hasselmo ME, Stern CE. Theta rhythm and the encoding and retrieval of space and time. 
Neuroimage. 2014; 85:656–666. [PubMed: 23774394] 

48. Wang Y, et al. Theta sequences are essential for internally generated hippocampal firing fields. Nat 
Neurosci. 2014; 18:282–288. [PubMed: 25531571] 

49. Schlesiger MI, et al. The medial entorhinal cortex is necessary for temporal organization of 
hippocampal neuronal activity. Nat Neurosci. 2015; 18:1123–1132. [PubMed: 26120964] 

50. Aghajan ZM, et al. Impaired spatial selectivity and intact phase precession in two-dimensional 
virtual reality. Nat Neurosci. 2014; 18:121–128. [PubMed: 25420065] 

51. Jaramillo J, et al. Modeling inheritance of phase precession in the hippocampal formation. J 
Neurosci. 2014; 34:7715–7731. [PubMed: 24872575] 

52. Barry C, Bush D. From A to Z: a potential role for grid cells in spatial navigation. Neural Syst 
Circuits. 2012; 2:6. [PubMed: 22647296] 

53. Erdem UM, Hasselmo ME. A goal-directed spatial navigation model using forward trajectory 
planning based on grid cells. Eur J Neurosci. 2012; 35:916–931. [PubMed: 22393918] 

54. Harris KD, et al. Spike train dynamics predicts theta-related phase precession in hippocampal 
pyramidal cells. Nature. 2002; 417:738–741. [PubMed: 12066184] 

55. Brun VH, et al. Progressive increase in grid scale from dorsal to ventral medial entorhinal cortex. 
Hippocampus. 2008; 18:1200–1212. [PubMed: 19021257] 

56. Royer S, et al. Distinct representations and theta dynamics in dorsal and ventral hippocampus. J 
Neurosci. 2010; 30:1777–1787. [PubMed: 20130187] 

57. Erdem UM, et al. A hierarchical model of goal directed navigation selects trajectories in a visual 
environment. Neurobiol Learn Mem. 2015; 117:109–121. [PubMed: 25079451] 

58. Taube JS. Head direction cells recorded in the anterior thalamic nuclei of freely moving rats. J 
Neurosci. 1995; 15:70–86. [PubMed: 7823153] 

59. Raudies F, et al. Head direction is coded more strongly than movement direction in a population of 
entorhinal neurons. Brain Res. 2014; 1621:255–367.

60. Maurer AP, et al. Back to the future: preserved hippo-campal network activity during reverse 
ambulation. J Neurosci. 2014; 34:15022–150231. [PubMed: 25378167] 

Sanders et al. Page 14

Trends Neurosci. Author manuscript; available in PMC 2016 December 01.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



61. Cei A, et al. Reversed theta sequences of hippocampal cell assemblies during backward travel. Nat 
Neurosci. 2014; 17:719–724. [PubMed: 24667574] 

62. Klausberger T, Somogyi P. Neuronal diversity and temporal dynamics: the unity of hippocampal 
circuit operations. Science. 2008; 321:53–57. [PubMed: 18599766] 

63. Lever C, et al. Boundary vector cells in the subiculum of the hippocampal formation. J Neurosci. 
2009; 29:9771–9777. [PubMed: 19657030] 

64. Krupic J, et al. Neural representations of location composed of spatially periodic bands. Science. 
2012; 337:853–857. [PubMed: 22904012] 

65. Krupic J, et al. Grid cell symmetry is shaped by environmental geometry. Nature. 2015; 518:232–
235. [PubMed: 25673417] 

66. Hagglund M, et al. Grid cells interact with local boundaries. Soc Neurosci Abstr. 2014 94.07/SS27. 

67. Mizuseki K, et al. Theta oscillations provide temporal windows for local circuit computation in the 
entorhinal-hippocampal loop. Neuron. 2009; 64:267–280. [PubMed: 19874793] 

68. Jezek K, et al. Theta-paced flickering between place-cell maps in the hippocampus. Nature. 2011; 
478:246–249. [PubMed: 21964339] 

69. Colgin LL, et al. Understanding memory through hippocampal remapping. Trends Neurosci. 2008; 
31:469–477. [PubMed: 18687478] 

70. Muller RU, Kubie JL. The effects of changes in the environment hippocampal cells on the spatial 
firing of hippocampal complex-spike cells. J Neurosci. 1987; 7:1951–1968. [PubMed: 3612226] 

71. Fyhn M, et al. Hippocampal remapping and grid realignment in entorhinal cortex. Nature. 2007; 
446:190–194. [PubMed: 17322902] 

72. Stensola H, et al. The entorhinal grid map is discretized. Nature. 2012; 492:72–78. [PubMed: 
23222610] 

73. Allen K, et al. Hippocampal place cells can encode multiple trial-dependent features through rate 
remapping. J Neurosci. 2012; 32:14752–14766. [PubMed: 23077060] 

74. Komorowski RW, et al. Robust conjunctive item–place coding by hippocampal neurons parallels 
learning what happens where. J Neurosci. 2009; 29:9918–9929. [PubMed: 19657042] 

75. Jensen O, Lisman JE. Theta/gamma networks with slow NMDA channels learn sequences and 
encode episodic memory: role of NMDA channels in recall. Learn Mem. 1996; 3:264–278. 
[PubMed: 10456096] 

76. Tsodyks M, et al. Population dynamics and theta rhythm phase precession of hippocampal place 
cell firing: a spiking neuron model. Hippocampus. 1996; 6:271–280. [PubMed: 8841826] 

77. Foster DJ, Wilson MA. Reverse replay of behavioural sequences in hippocampal place cells during 
the awake state. Nature. 2006; 440:680–683. [PubMed: 16474382] 

78. Diba K, Buzsáki G. Forward and reverse hippocampal place-cell sequences during ripples. Nat 
Neurosci. 2007; 10:1241–1242. [PubMed: 17828259] 

79. Yartsev MM, Ulanovsky N. Representation of three-dimensional space in the hippocampus of 
flying bats. Science. 2013; 340:367–372. [PubMed: 23599496] 

80. Jacobs J. Hippocampal theta oscillations are slower in humans than in rodents: implications for 
models of spatial navigation and memory. Philos Trans R Soc Lond B: Biol Sci. 2014; 
369:20130304. [PubMed: 24366145] 

81. Eliav T, et al. Synchronicity without rhythmicity in the hippocampal formation of behaving bats. 
Soc Neurosci Abstr. 2015 632.01/BB75. 

82. Redish, AD. Beyond the Cognitive Map: From Place Cells to Episodic Memory. MIT Press; 1999. 

83. Colgin LL, et al. Frequency of gamma oscillations routes flow of information in the hippocampus. 
Nature. 2009; 462:353–357. [PubMed: 19924214] 

84. Schomburg EW, et al. Theta phase segregation of input-specific gamma patterns in entorhinal–
hippocampal networks. Neuron. 2014; 84:470–485. [PubMed: 25263753] 

85. Hyman JM, et al. Stimulation in hippocampal region CA1 in behaving rats yields long-term 
potentiation when delivered to the peak of theta and long-term depression when delivered to the 
trough. J Neurosci. 2003; 23:11725–11731. [PubMed: 14684874] 

86. Leutgeb S, et al. Distinct ensemble codes in hippocampal areas CA3 and CA1. Science. 2004; 
305:1295–1298. [PubMed: 15272123] 

Sanders et al. Page 15

Trends Neurosci. Author manuscript; available in PMC 2016 December 01.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



87. De Almeida L, et al. The input–output transformation of the hippocampal granule cells: from grid 
cells to place fields. J Neurosci. 2009; 29:7504–7512. [PubMed: 19515918] 

88. Guanella A, et al. A model of grid cells based on a twisted torus topology. Int J Neural Syst. 2007; 
17:231–240. [PubMed: 17696288] 

89. Mehta MR, et al. Role of experience and oscillations in transforming a rate code into a temporal 
code. Nature. 2002; 417:741–746. [PubMed: 12066185] 

90. Somogyi P, Klausberger T. Defined types of cortical interneurone structure space and spike timing 
in the hippocampus. J Physiol. 2005; 562:9–26. [PubMed: 15539390] 

91. Karlsson MP, Frank LM. Awake replay of remote experiences in the hippocampus. Nat Neurosci. 
2009; 12:913–918. [PubMed: 19525943] 

92. Redish AD, Touretzky DS. The role of the hippocampus in solving the Morris water maze. Neural 
Comput. 1998; 10:73–111. [PubMed: 9501505] 

93. Neunuebel JP, Knierim JJ. CA3 retrieves coherent representations from degraded input: direct 
evidence for CA3 pattern completion and dentate gyrus pattern separation. Neuron. 2014; 81:416–
427. [PubMed: 24462102] 

94. Rennó-Costa C, et al. A signature of attractor dynamics in the CA3 region of the hippocampus. 
PLoS Comput Biol. 2014; 10:e1003641. [PubMed: 24854425] 

95. Nakazawa K, et al. Requirement for hippocampal CA3 NMDA receptors in associative memory 
recall. Science. 2002; 297:211–218. [PubMed: 12040087] 

96. Leutgeb JK, et al. Pattern separation in the dentate gyrus and CA3 of the hippocampus. Science. 
2007; 315:961–966. [PubMed: 17303747] 

97. Solstad T, et al. Place cell rate remapping by CA3 recurrent collaterals. PLoS Comput Biol. 2014; 
10:2–11.

98. Climer JR, et al. Phase coding by grid cells in unconstrained environments: two-dimensional phase 
precession. Eur J Neurosci. 2013; 38:2526–2541. [PubMed: 23718553] 

99. Jeewajee A, et al. Theta phase precession of grid and place cell firing in open environments. Philos 
Trans R Soc Lond B: Biol Sci. 2014; 369:20120532. [PubMed: 24366140] 

Sanders et al. Page 16

Trends Neurosci. Author manuscript; available in PMC 2016 December 01.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



Trends

Previous models of place cell generation by summing of grid cell inputs have been called 

into question by recent results.

The phase precession aspect of place cell firing does depend on grid cells.

Phase precession is an expression of theta sequences, in which place cells fire in order 

during a single theta cycle.

The theta cycle can be broken into two parts: during the first half of the theta cycle, 

current position is represented; during the second half of the theta cycle, the system 

performs mind-travel to upcoming locations.

Mind-travel during the second half of theta is hypothesized to be driven by grid cells 

given their universal representation of spatial adjacency.
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Figure 1. Firing properties of cell types
Rats forage for food in a square-shaped environment. Whenever a spike occurs, the location 

of the animal is recorded. The heat map shows the spike rate of a given cell as a function of 

location. The color scale ranges from no activity in dark blue to the maximum rate in red 

(shown below maps). (A) CA1 place cells [17]. (B) MEC layer II grid cells, adapted from 

[17]. (C) MEC boundary vector, cells adapted from [8].
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Figure 2. Theta Sequences, Phase Precession, and Mind-Travel
(A) A sequence of place cells representing locations ahead of the animal fire in sequential 

order during the second half of the theta cycle. Path of rat shown in grey. The arrow and 

diamond show the current location of the animal. The colored dots represent the place cells 

that fired during this theta cycle. The location of the dot corresponds to the center of the 

place field of that cell. The color corresponds to the theta phase of the spikes from that cell, 

light-blue meaning early theta phase and light-purple meaning late theta phase. (B) Same 

data as in A. The x-axis is time; one theta cycle is shown. The y-axis is the position of the 

center of the place field of each cell (cm). Dots correspond to spikes and are colored the 

same as in A; grey dots are spikes inconsistent with the sequence. The unfiltered local field 

potential (LFP) is plotted below (grey) together with theta-band (6–12 Hz) filtered (red) and 

gamma-band (40–100 Hz) filtered (green) traces. (C) Bayesian decoding of position from 

spike sequence shown on left. Red denotes high probability, blue low. Axes same as middle. 
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Adapted from [36]. (D) Different cells (designated by different shapes) have true place 

fields at different positions along path (see position axis in E). (E) At bottom, left-to-right 

path of rat is shown (arrow) with thick line designating the place field determined by the 

positions where firing occurs (rate code). During this period there are many theta cycles; 

each dot represents the theta phase and position of the animal at the time of a spike. Over 

most of the place field, firing is due to mind-travel and occurs during the second half of 

theta cycles (yellow and red). Starting at 260 cm, the rat is in the true place field and firing 

occurs over a broader phase range that is in the first half of theta cycles (blue and green). 

Adapted from [89]. (F) Position represented by different cells is shown. Cell in E is 

designated by a square, corresponding to cell 3 in D. Color fill represents theta phase, 

corresponding to colors in E. Dashed line signifies when represented position corresponds to 

actual position. During the first half of each theta cycle, cells represent current position; 

during the second half, they perform mind-travel to upcoming positions (red arrows) as a 

result of an artificial velocity vector (AAV) integrated by the grid cell network. Each theta 

cycle is marked by grey background. Only four theta cycles are shown, but there are 

generally seven to ten during traversal of a place field. (G) Phase precession in different 

regions analyzed with respect to a common phase reference of the local field potential in 

layer III of the entorhinal cortex (two cycles are shown). Region between pairs of dashed 

lines marks phase range where precession is strong. Adapted from [67]. Note that the phase 

reference used here is different from that in the rest of Figure 2. This panel shows that phase 

precession occurs nearly concurrently in entorhinal cortex layer II (EC2), dentate gyrus 

(DG), CA3, and CA1 (albeit with ~30 ms offset in CA1). The order in which the areas are 

shown corresponds to the order of information flow through the trisynaptic pathway (EC2 

onto DG, DG onto CA3, CA3 onto CA1).

Sanders et al. Page 20

Trends Neurosci. Author manuscript; available in PMC 2016 December 01.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



Figure 3. Tentative Assignment of Roles to Different Cell Types
Operations during the first and second halves of the theta cycle, respectively. Numbering 

corresponds to sequences of operations during a theta cycle. Place cells can be driven by the 

lateral entorhinal cortex (LEC) or the medial entorhinal cortex (MEC). Path integrator is 

assumed to provide input to layer II grid cells. (A) During the first half of the theta cycle, 

information from LEC and MEC is combined in CA3 to determine the improved estimate of 

current position, which is then imposed onto grid cells. (B) In the second half of the theta 

cycle, integration of an artificial velocity vector (AVV) by the grid cell network produces 

mind-travel, which in turn drives mind-travel in the hippocampus. Red Xs show pathways 

that are inactivated, perhaps by a signal from interneurons that fire at the appropriate theta 

phase (phase-locked interneuron firing has been observed [90]).
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Figure 4. Forms of Mind-Travel Generated by Grid Cells and Place Cells
(A) intrahippocampal sequence generation is based on associations that have been 

experienced in that environment. This allows non-linear paths but limits mind-travel to 

transitions that have actually been experienced [75,76]. Such replay occurs during sharp-

wave ripples [91]. (B) Because grid cells have a universal understanding of spatial structure, 

they are able to integrate an artificial velocity vector (AAV) and impose the corresponding 

path on the place cells, even if sections of that path have never been experienced. Because 

the grid cells do not store information about the specific environment and can only integrate 

the result of a single AVV, they are restricted to linear mind-travel. (C) It is possible that 

mixed hippocampal/entorhinal mind-travel could occur, in which the integration of an AVV 

by grid cells starts the mind-travel, but that intrahippocampal connections could take over 

once mind-travel intersects a position in a known path.
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