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Abstract

The rapidly expanding use of electronic records in health-care settings is generating 

unprecedented quantities of data available for clinical, epidemiological, and cost-effectiveness 

research. Several challenges are associated with using these data for clinical research, including 

issues surrounding access and information security, poor data quality, inconsistency of data within 

and across institutions, and a paucity of staff with expertise to manage and manipulate large 

clinical data sets. In this article, we describe our experience with assembling a data-mart and 

conducting clinical research using electronic data from four facilities within a single hospital 

network in New York City. We culled data from several electronic sources, including the 

institution’s admission-discharge-transfer system, cost accounting system, electronic health 

record, clinical data warehouse, and departmental records. The final data-mart contained 

information for more than 760,000 discharges occurring from 2006 through 2012. Using 

categories identified by the National Institutes of Health Big Data to Knowledge initiative as a 

framework, we outlined challenges encountered during the development and use of a domain-

specific data-mart and recommend approaches to overcome these challenges.
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Introduction

The broad adoption of electronic health records (EHRs) holds great promise for improving 

coordination and standardization of clinical care and ultimately health outcomes for patients 

(Blumenthal, 2009). Another benefit of EHR adoption is the availability of vast amounts of 

treatment and outcome data available electronically for purposes secondary to direct patient 

care. Such data may be valuable for assessing the clinical effcacy, effectiveness, and cost-

effectiveness of preventive and therapeutic interventions, as well as for investigating 

epidemiologic questions such as identifying risk factors for disease and tracking trends over 

time (Miriovsky, Shulman, & Abernethy, 2012; Toh & Platt, 2013). Nonetheless, 

assembling electronic data from multiple unlinked sources and processing the data into a 

format suitable for research present major challenges. Hence, while huge volumes of 

patient- and institution-level data are now being collected electronically, they are not 

optimally used for quality improvement or comparative effectiveness, clinical, or health 

services research.

Over the past decade, the new discipline of data science has emerged to develop methods for 

using big data, including new and extensive data production and storage capabilities, 

powerful analytic and computational technologies, improved interoperability between 

systems, and governance frameworks to protect data security and facilitate sharing 

(Committee on the Analysis of Massive Data, Committee on Applied and Theoretical 

Statistics, Board on Mathematical Sciences and Their Applications, Division on Engineering 

and Physical Sciences, & National Research Council National Research Council, 2013; 

Dahr, 2013; Herman et al., 2013; Murdoch & Detsky, 2013). To address the challenges of 

building, utilizing, and maintaining large data sets for clinical research, the National 

Institutes of Health created the Big Data to Knowledge (BD2K) initiative and named its first 

Director for Data Science in 2013 (Ohno-Machado, 2014).

BD2K identified seven major obstacles associated with using biomedical big data. They are 

(a) locating data and software tools; (b) accessing data and software tools; (c) standardizing 

data and metadata; (d) extending policies and practices for data and software sharing; (e) 

organizing, managing, and processing biomedical big data; (f) developing new methods for 

analyzing and integrating biomedical data; and (g) training researchers who can use 

biomedical big data effectively. The purpose of this article is to describe these seven 

obstacles and recommend methods for overcoming them, using our experience as a 

multidisciplinary team developing and utilizing a large research data-mart in the domain of 

infection control and prevention.

Methods

In 2007, our research team received funding from the National Institute of Nursing Research 

to investigate the financial costs associated with antimicrobial resistance in hospitals 

(National Institute of Nursing Research, 2007). To address the aims of the project, we 

amassed a large data-mart encompassing medical, billing, and demographic information of 

all patients discharged from four hospitals within a single academically affiliated health-care 

network from 2006 through 2008. The data-mart contained information for more than 
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319,000 discharges culled from several electronic sources, including the institution’s 

admission-discharge-transfer system, cost accounting system, EHR, clinical data warehouse 

(CDW), and departmental records (Apte, Neidell, et al., 2011). Although the data-mart was 

created to address specific aims related to the cost of care for patients with antimicrobial 

resistant infections, the project resulted in a novel, comprehensive data source that 

investigators eventually used throughout the institution to answer a variety of clinical and 

epidemiological research questions (Apte, Landers, Furuya, Hyman, & Larson, 2011; Jeon, 

Furuya, Berman, & Larson, 2012a; Jeon, Furuya, Smaldone, & Larson, 2012b; Jeon, 

Neidell, Jia, Sinisi, & Larson, 2012c; Landers et al., 2010; Neidell et al., 2012; Patel, 

O’Toole, & Larson, 2012; Pogorzelska-Maziarz, Furuya, & Larson, 2013; Wolfe, Cohen, & 

Larson, 2014). To maintain, update, and make the data available for future research, funding 

was renewed in 2013 with additional comparative effectiveness aims and a broader focus on 

developing policies and procedures for data sharing and stewardship (National Institute of 

Nursing Research, 2012). The data-mart was expanded to include all patient discharges from 

2006 through 2012, totaling more than 760,000.

Results

Table 1 provides our experience with the seven challenges identified in BD2K, an overview 

of the issues we faced with each challenge, and recommended approaches to overcoming 

each challenge.

Locating Data and Software Tools

A major component of the data acquisition phase was determining, through conversations 

with source data experts, clinical collaborators, and manipulations of sample data sets, 

which data elements could feasibly be obtained from each data source, which variables 

would not be available at all from the institution’s electronic data sources, and what the 

limitations of each data element would be. Ultimately, we identified 22 classes of data 

relevant to our project that were located in four source systems (Table 2). In addition, more 

than 30 reference tables such as ICD-9 codes, lists of clinical units, and codebooks for 

antibiotic codes or organism codes of culture data had to be assembled and incorporated into 

the data-mart.

To enhance identification of an institution’s data sources that can potentially be used for 

clinical research, we recommend creation of an inventory of electronic systems containing 

data that are available to researchers. The inventory should include information about the 

type of data found in each system, how frequently they are updated, when the data began 

being populated in the system, and who is responsible for granting access.

Accessing Data and Software Tools

In creating our data-mart, we had to understand and navigate institutional policies and 

identify key individuals who could provide permission and sponsor access to data. Although 

the original grant submission included letters from the hospital’s chief information officer, 

chief quality officer, and the director of quality and outcomes research indicating their 

support for the project and permission to utilize institutional data, it was also essential to 
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identify specific data stewards, who were responsible for entering, maintaining, or 

monitoring the use of various data elements.

To address privacy and data use concerns, our institution formalized and standardized the 

process for requesting access to clinical data for the purposes of research. A central 

committee was created to triage, prioritize, approve, and monitor data requests. In 2013, the 

committee was established and began meeting weekly to review requests and assign them to 

the appropriate technical team. The creation of this process ensured that researchers such as 

our group would have a single point of contact to request and obtain data. The central 

committee adopted a transparent process, eliminating the need for researchers to establish 

connections with disparate approvers for each individual data source.

Standardizing Data and Metadata

Despite having structured data entry fields in the EHR, some data elements important for 

clinical research are not always systematically or accurately recorded. For other types of 

information, such as subjective assessments or changes in patient status, there may not be 

discrete, coded data entry fields in the EHR, and instead, documentation may be recorded in 

free-text format, which cannot be readily queried without use of text processing. Although 

our institution has conducted extensive research in natural language processing, we have 

observed that extracting discrete parameters from narrative text can be resource-intensive 

and may not achieve the level of accuracy desired by researchers. For these reasons, we 

recommend that where possible, clinical research groups desiring to use EHR data 

coordinate with information technology staff, and most importantly, clinicians documenting 

in the EHR, to collect important items for research as discrete values. Careful consideration 

should be given to the increased documentation burden that is often imposed when narrative 

text in EHRs is pushed toward structured data entry (Cusack et al., 2013; Johnson et al., 

2008; Rosenbloom et al., 2008).

Because we were linking data elements across multiple years from disparate institutions, we 

sometimes encountered illogical discrepancies in some variables (e.g., a large increase or 

decrease during a given time period in the incidence of certain health-care-associated events 

such as infection). A considerable amount of validation work was required to determine 

whether such changes reflected real outcome changes or were artifacts of changes in data 

definitions, labeling, or coding. In some cases, it was necessary to recode data elements so 

that they were consistent across time and location. Local terminology management tools and 

resources such as the Medical Entities Dictionary used at our institution (Cimino, 2000) can 

be valuable for mapping terms and maintaining semantic consistency of data over time.

Extending Policies and Practices for Data and Software Sharing

In the course of assembling our infection control data-mart, our institution’s policies and 

processes for requesting clinical data for research evolved. Initially, the data manager 

received access and queried data directly from the CDW. Later, a CDW analyst extracted 

the data and transferred it to our data manager. In both cases, the data manager needed to 

work closely with experts who were familiar with the data in source systems to locate the 

data elements needed, understand any limitations in how those data were collected and 
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stored, and develop queries to extract the data. Often, it took several attempts to acquire an 

accurate and complete extract due to the complexity of the source data. This caused delays 

in the development of the research database and was time consuming for the analysts and 

subject matter experts assisting with data queries, who were providing their efforts in kind.

Developing New Methods for Analyzing and Integrating Data

Determining the accuracy and quality of electronic data prior to using it for clinical research 

is essential, but performing traditional validity assessments is not always feasible due to the 

lack of reference standards for many data elements. Even if documentation is accurate and 

complete, establishing how raw data should be used to create study variables is not always 

straightforward. Many therapeutic interventions occurring during the hospital stay, such as 

administration of medications and use of catheters, occur intermittently. Depending on the 

question, researchers may need to create variables that reflect whether patients ever had the 

intervention, had the intervention before or after a certain date, or had the intervention 

before or after a particular clinical event. In some cases, these types of interventions are 

documented at regular intervals, allowing confirmation of the sequence of events. In other 

cases, data may be recorded only once per day or once per admission, limiting the ability to 

establish temporality. Invariably, clinical researchers will need data that are not captured at 

present in EHRs. Future research should focus on bridging the gap between data collection 

for clinical care and data collection for research, as timely and complete documentation of 

nursing assessments are essential for accurate analyses. Automated data acquisition from 

biomedical devices can address the temporality issue in some cases, such as vital sign 

collection in intensive care units and medication drip rate changes in infusion pumps. 

Instead of relying on nursing documentation, which may not capture event occurrence times 

accurately (Nelson, Evans, Samore, & Gardner, 2005), some institutions have drip rate 

changes and vital signs recorded automatically in the EHR (Dalto, Johnson, Gardner, 

Spuhler, & Egbert, 1997; Gardner, Hawley, East, Oniki, & Young, 1991; Vawdrey et al., 

2007).

Training Researchers Who Can Use Data Effectively

Researchers may lack skills and expertise related to use of electronic data, be unaware of the 

technical expertise needed, and not have contact with individuals who can manage large data 

sets effectively. Furthermore, investigators may struggle with what questions are appropriate 

and answerable with such data and how to sustain the networks needed for data use and 

governance. In our experience, identifying a data manager or programmer with the skills 

required to complete the project presented some difficulties because this type of endeavor 

had not previously been undertaken by anyone on the research team. During the recruitment 

and interview process, it was challenging to ascertain whether candidates had the technical 

abilities needed for the project, both because the scope and methodology were unknown and 

because our core team of clinicians and researchers were not familiar with specific 

technologies used in the institution’s information systems. In addition to querying data 

stored in a variety of formats and linking, processing, and cleaning these data, the data 

manager was also responsible for performing statistical analyses and working directly with 

investigators to create data sets for specific research aims. Thus, the data manager needed 

not only a broad range of programming experience, but analytical expertise as well as a 
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working knowledge of medical terminology. This combination of skills is extremely 

difficult to find in a single individual, and thus, research groups may need to consider 

allocating multiple technical resources for projects similar to the one we undertook. 

Educational training programs in data science and biomedical informatics can prepare 

individuals to fill such roles in the future.

Discussion

Through our experience, we learned that using electronic data systems, while clearly a 

required skill for the future success of clinical research and quality assessment, is 

considerably more complex and challenging than most clinicians and researchers appreciate. 

The imperative to network and collaborate with informaticians, data modelers, and 

programmers was clear. Team science is highly relevant in projects such as this. The initial 

database took approximately three years to assemble. It required the efforts of a full-time 

data manager or programmer, a half-time project manager, an interdisciplinary team of 

coinvestigators including two health economists, an infectious disease physician, a nurse 

epidemiologist, a nurse manager, a director of data analytics and clinical information 

services, and the in-kind efforts of programmers and administrators of various data sources 

throughout the hospital and university.

Our original database included patient discharges from 2006 through 2008 and was 

subsequently updated through 2012. The process of updating the database took 

approximately two years to complete. Because the data manager had already identified the 

source of each data element, written the code for data extraction, and worked with study 

investigators to create and program decision rules for each variable, we anticipated that 

adding new data would require substantially less effort than the initial database creation. 

Instead, our team found several unexpected new challenges such as changes in coding 

practices and data fields, and issues with integrating the old and new data sets, as described 

earlier.

As Halamka (2014) noted, to make it possible for accountable care organizations to meet 

their mandate of measuring quality of care for populations, new data resources and expertise 

are necessary. The burgeoning quantity and increasing access to patients’ health information 

promises individual researchers the opportunity to investigate an infinite array of health 

topics using data from within their own institutions, as well as from facilities across the 

globe. Still, a number of technical, procedural, and data quality issues are barriers to using 

these data most effectively for research purposes. While the digitization of patient 

information holds promise for streamlining data collection, allowing for studies to include 

additional subjects and variables with minimal increase in cost, the process of creating a data 

set using multiple electronic sources requires a substantial investment of resources to initiate 

and maintain over time. Conducting this type of research is similar to traditional clinical and 

community-based research projects in terms of resource intensity, need for collaboration 

with multiple disciplines and departments, assistance with data collection, and permissions 

from multiple levels of administrators.
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Many of the challenges we faced while creating and using the electronic database are 

consistent with those reported by others: variations in data definitions or coding over time, 

inaccurate or inaccessible data elements, access to sufficient informatics and programming 

expertise to analyze data, and the complexity of linking multiple and varied data sources 

(Halamka, 2014; Hersh et al., 2013a, 2013b). We believe the lessons from our project can be 

generalized to guide similar research endeavors in other health-care settings.

As others have previously reported, applications of electronic patient data for research, 

surveillance, quality improvement, and optimization of patient care are rapidly expanding 

(Jhung & Banerjee, 2009; Poon et al., 2010; Westra, Delaney, Konicek, & Keenan, 2008). In 

the field of infection prevention and control, specifically, automated methods of case finding 

have helped ease the burden of manual data collection and mandatory public reporting to 

local, state, and federal agencies, allowing clinical staff to focus on other priorities such as 

education and quality improvement initiatives. Nonetheless, although electronic algorithms 

have proved valid for some surveillance and research applications such as the identification 

of bloodstream infections, other types of infection require more nuanced review by 

experienced clinicians for diagnosis and follow-up (Cato, Cohen, & Larson, 2015).

The proliferation of publications using EHRs and administrative data sources have helped to 

further our understanding of the benefits, as well as the limitations of data from these 

sources Häyrinen, Saranto, & Nykänen, 2008). However, published information that focuses 

on the technical and logistical challenges of formulating usable research databases from the 

information stored in electronic patient records is lacking. The development of any system is 

an iterative process that combines the expertise of the users with the technical skills of the 

developers. Greater focus on methods of collecting, integrating, processing, and storing 

electronic patient data for research may help streamline database development for clinical 

and health services researchers (Bowles et al., 2013).
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Table 1

Approaches for Overcoming Challenges of Working With Electronic Data.

NIH BD2K challenge Challenges Recommendations

Locating data and
 software tools.

Difficult to identify and establish contact
 with owner or administrator of each
 data source.
Some data needed for analyses are
 proprietary and not released for
 research purposes.

• Discuss software needs with programmers from each 
data source before choosing which package(s) to 
purchase.

• Make software decisions with frontline programmer(s) 
who will be helping to deliver the data, not the 
administrator who may lack hands-on experience with 
preparing the data.

• Discuss specific data sources before developing 
research protocol. Identify the specific data source and 
any limitations a priori. Obtain a sample of the data if 
possible to ensure it reflects the intended construct and 
troubleshoot any quality issues.

• Retain this code to make sure subsequent data 
extractions are done using the same methodology and 
taken from the same source. Work with the same 
programmer or team if possible to ensure consistency.

Getting access to the data
 and software tools.

Lack of clarity regarding the order in which
 approvals should be obtained (e.g., IRB
 approval was required prior to institu-
 tional data use approval, and vice versa).
Reliance on programmers with other
 obligations for data extractions.
Programmers may lack the time or
 experience to review data for accuracy,
 requiring multiple iterations of data
 extraction.

• Consider in advance the physical limitations of data 
sharing and work with relevant IT departments to 
establish the most efficient system.

• Learn who is responsible for granting permissions to 
use and access data and discuss with them in advance 
whether direct access to the data can be provided, or 
whether the data must be delivered by another 
programmer.

• If programming staff from the source data system 
must be used, account for how that person’s time will 
be allocated and funded.

Standardizing data and
 metadata.

Evolving institutional data use policies and
 procedures.
Shifting roles, responsibilities, overlap, and
 turnover among data administrators.
Some variables may not be available due to
 missing fields, inaccurate recording, or
 changes in recording practices over
 time.
Sources of the same data may not match.
Data delivered in incompatible formats.

• Contribute to process improvement by providing 
feedback about the experience of using electronic data 
for research purposes.

• Keep abreast of changes in institutional policies and 
staff.

Extending policies and
 practices for data and
 software sharing.

No dedicated support for programmers
 providing data from existing sources.
Inadequate funding for data storage space
 or multiple software packages.
Policies and procedures governing secure
 data transfer evolve rapidly, making it
 difficult to remain in compliance.

• Understand current policies, keep abreast of changes, 
and establish collaborative relationships with data 
administrators.

• Consider how long it will take to gain necessary 
approvals and account for this in the study timeline.

Organizing, managing, and
 processing data.

Codebooks describing the origins of each
 element in the raw data are often not
 available.
Difficult to reconcile old and new coding
 schemes when changes are made over
 time.
Uncertainty about which data source
 should be considered the gold standard
 when assessing validity.
Changes in data collection and storage
 procedures over time not always
 documented.

• Maintain detailed records of how every data element 
was extracted, regardless of whether the study’s data 
manager or programming staff from the source data 
performed the queries.

• When available, retain old codebooks from source 
data because these may be overwritten as changes 
occur over time.

• Keep detailed records of the decision rules and 
methodology used to create each variable.
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NIH BD2K challenge Challenges Recommendations

Developing new methods
 for analyzing and inte-
 grating data.

Clinical investigators must agree on vari-
 able definitions that will be suitable for
 use in multiple study aims.
Missing data are common, and effect of
 bias on planned analyses must be taken
 into account.

• Develop phenotyping algorithms to identify conditions 
that are not directly ascertainable from existing 
electronic data fields.

• Conduct validation studies to determine sensitivity 
and specificity of various data sources relative to each 
other and clinician chart review.

Training researchers who
 can use data effectively.

Skills needed to carry out the project not
 fully understood a priori.
Clinical investigators not familiar with the
 technical aspects of the project.
Few data managers have programming,
 analytical, and clinical expertise.

• Create codebooks that include detailed variable 
definitions, including detailed descriptions of the data 
sources and known limitations.

• For variables created for a specific purpose or project, 
retain decision rules and rationale so that future 
investigators can properly determine whether the 
variable is relevant and appropriate for their study 
aims.

• Partner with bioinformatics, information technology 
and other staff to provide appropriate expertise.

Source. National Institutes of Health, 2015.

Note. NIH = National Institutes of Health; BD2K = Big Data to Knowledge; IRB = institutional review board.
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Table 2

Data Elements and Sources.

Element Source

Admit source Manager of data analytics

Risk of mortality and
 severity of illness

Manager of data analytics

Discharge disposition Clinical data warehouse

Demographic data Clinical data warehouse

Present on admission
 flag for ICD-9 codes

Manager of data analytics

Blood culture Clinical data warehouse

Urine culture Clinical data warehouse

Wound culture Clinical data warehouse

Respiratory culture Clinical data warehouse

Urine microscopy Clinical data warehouse

Location Clinical data warehouse

Medical insurance Clinical data warehouse

Discharge address Clinical data warehouse

ICD-9 procedure
 codes and dates

Clinical data warehouse

ICD-9 diagnosis code Clinical data warehouse

Central line documentation Clinical data warehouse

Medication administration
 record (MAR)

Clinical data warehouse

Urinary catheterization Clinical data warehouse

Operating room
 procedure

Operating room

Operating room
 anesthesia type

Operating room

Charge details Manager of data analytics

Diagnostic-related
 groups (DRGs)

Manager of data analytics

Reference tablesa Clinical data warehouse,
 manager of data analytics

a
More than 30 different reference tables such as ICD-9 codes, lists of clinical units, and codebooks for antibiotic codes or organism codes of 

culture data.
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