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Purpose: Cone-beam computed tomography (CBCT) is an increasingly utilized imaging modality
for the diagnosis and treatment planning of the patients with craniomaxillofacial (CMF) deformities.
Accurate segmentation of CBCT image is an essential step to generate 3D models for the diagnosis
and treatment planning of the patients with CMF deformities. However, due to the image artifacts
caused by beam hardening, imaging noise, inhomogeneity, truncation, and maximal intercuspation, it
is difficult to segment the CBCT.
Methods: In this paper, the authors present a new automatic segmentation method to address
these problems. Specifically, the authors first employ a majority voting method to estimate the
initial segmentation probability maps of both mandible and maxilla based on multiple aligned
expert-segmented CBCT images. These probability maps provide an important prior guidance for
CBCT segmentation. The authors then extract both the appearance features from CBCTs and the
context features from the initial probability maps to train the first-layer of random forest classifier that
can select discriminative features for segmentation. Based on the first-layer of trained classifier, the
probability maps are updated, which will be employed to further train the next layer of random forest
classifier. By iteratively training the subsequent random forest classifier using both the original CBCT
features and the updated segmentation probability maps, a sequence of classifiers can be derived for
accurate segmentation of CBCT images.
Results: Segmentation results on CBCTs of 30 subjects were both quantitatively and qualitatively
validated based on manually labeled ground truth. The average Dice ratios of mandible and maxilla
by the authors’ method were 0.94 and 0.91, respectively, which are significantly better than the
state-of-the-art method based on sparse representation (p-value < 0.001).
Conclusions: The authors have developed and validated a novel fully automated method
for CBCT segmentation. C 2016 American Association of Physicists in Medicine.
[http://dx.doi.org/10.1118/1.4938267]

Key words: CBCT, craniomaxillofacial deformities, maximal intercuspation, random forest, prior
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1. INTRODUCTION

Craniomaxillofacial (CMF) deformities involve congenital
and acquired deformities of head and face. The number of
patients with acquired deformity is large. In the last decade, the
cone-beam computed topography (CBCT) scan has become
widely used as a valuable technique in diagnosis and treatment

planning of patients with CMF deformities due to the lower
radiation and lower cost, compared with the spiral multislice
CT (MSCT) scan. To accurately assess CMF deformities and
treatment planning, one critical step is to segment the CBCT
image to generate a 3D model, which includes segmentation of
bony structures from soft tissues, and separation of mandible
from maxilla.1 For the purpose of clear presentation, we refer
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“maxilla” as “the midface and the maxilla” in the following
text. However, due to the image artifacts caused by beam
hardening, imaging noise, inhomogeneity, and truncation, it
is very difficult to segment the CBCT.2 Moreover, in order
to better quantify the deformities, CBCT scans are usually
acquired when the maxillary (upper) and mandibular (lower)
teeth are in maximal intercuspation (MI), which brings even
more challenges to separate the mandible from the maxilla.3

To date, there is limited work that could effectively segment
both maxilla and mandible from CBCT. Manual segmentation
is tedious, time-consuming, and user-dependent. It usually
takes 5–6 h to segment the maxillomandibular region.4

Previous automated segmentation methods are mainly based
on thresholding and morphological operations,5 which are
sensitive to the presence of the artifacts.6 Recently, shape
information has been utilized for robust segmentation.7–12

Duy et al.,10 proposed a novel statistical shape model for
detection and classification of teeth in CBCTs. However, their
method may not be able to handle pathological cases, where
shapes often change significantly (as shown by examples in
the Sec. 3). This is because their method relies on a shape prior,
which is easy to obtain for normal subjects, but difficult for
pathological subjects. Inspired by the multiatlas label fusion
work,13–18 Wang et al.,2 proposed a novel patch-based sparse
labeling method for automated segmentation of CBCT im-
ages. However, it is computationally expensive (taking hours)
due to (1) the requirement of nonlinear registrations between
multiple atlases and the target image and (2) patch-based
sparse representation (SR)19–21 for each voxel. Moreover,
if a larger number of atlases are used, the computational
time becomes even longer. Another limitation is that only
simple intensity patches are employed as features to guide the
segmentation, which may further limit its performance.

Recently, random forest22–27 has attracted rapidly growing
interest. It is a nonparametric method that builds an
ensemble model of decision trees from random subsets of
features and the bagged samples of the training data and
has achieved state-of-the-art performance in many image-
processing problems.24,25,28 In this paper, we present a
novel learning-based framework to simultaneously segment
both maxilla and mandible from CBCT based on random
forest. Our framework is able to integrate information
from multisource images for accurate CBCT segmentation.
Specifically, the multisource images used in our work
include the original CBCT images and the iteratively refined
probability maps for mandible and maxilla. As a learning-
based approach, our framework consists of two stages:
training stage and testing stage. (1) In the training stage,
we first employ majority voting (MV) to estimate the initial
segmentation probability maps of mandible and maxilla
based on multiple aligned expert-segmented CBCT images.
The initial probability maps provide a prior guidance for
the segmentation.23 We then extract both the appearance
features from CBCTs and the context features from the
estimated probability maps,29,30 which are then used to
refine the segmentations of mandible and maxilla with
random forest that can select discriminative features for
segmentation. By iteratively training the subsequent classifiers

with random forest on both the original CBCT and the updated
segmentation probability maps, we can train a sequence
of classifiers for CBCT segmentation. (2) Similarly, in the
testing stage, given a target image, the learned classifiers are
sequentially applied to iteratively refine the probability maps
by combining previous probability maps with the original
CBCT image. We have validated the proposed work on 30
sets of CBCT images and additional 60 sets of MSCT images.
Compared to the state-of-the-art segmentation methods, our
method achieves more accurate results.

Compared with previous works,24,25 our work differs in
two aspects: (1) Instead of training a classifier by the training
samples in each atlas, the proposed method trains a classifier
using all training samples in all atlases. Although this will
be computationally demanding, training a classifier by all
training data often gives much better results.24 (2) Compared
with the standard random forest scheme, our method trains
a sequence of classifiers, instead of one classifier, which
could integrate neighboring label information for refining
the classification results. It should be noted that similar
work has been presented in Ref. 26, in which a sequence
of random forest classifiers was used for infant brain
segmentation. However, the spatial prior, which is important
for segmentation,23,24 was ignored in Ref. 26. In this paper,
we propose to integrate spatial prior into classification-based
segmentation, which shows much better performance than
using image appearances alone. Besides, unlike most of
existing methods,24–26 which focus on only the brain images,
our method aims to address the challenges in segmentation of
CBCT maxilla and mandible.

2. METHOD

In this paper, we formulate the CBCT segmentation as
a classification problem. Random forest22 is adopted in our
approach as a multiclass classifier to produce probability maps
for each class (i.e., maxilla, mandible, and background) by
voxelwise classification. The final segmentation is accom-
plished by assigning the label with the largest probability at
each voxel location. As a supervised learning method, our
method has training and testing stages.

The flowchart of the training stage is shown in Fig. 1. In
the training stage, (1) Majority voting is used to estimate the
initial probability maps of mandible and maxilla according
to a set of aligned expert-segmented CBCT scans that are
used as multiatlases. (2) Both the appearance features and the
context features are extracted from CBCT and the estimated
segmentation probability maps, respectively. (3) The extracted
features are used to refine the segmentations of mandible and
maxilla with random forest that can select discriminative
features for segmentation. (4) Based on the classifier trained
in previous step, we can further update the segmentation
probability maps. Similarly, based on the updated probability
maps, we can further train the next classifier. This kind of
procedure can be alternately performed to deal with challenges
of image artifacts and maximal intercuspation (i.e., upper and
lower teeth bite closely in MI during CBCT scanning—a
clinical requirement for the purpose of accurately quantifying
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F. 1. Flowchart of the proposed training steps using CBCT image, as well as maxilla and mandible probabilities. The appearance features from CBCT images
and the context features from iteratively updated probability maps are integrated for training a sequence of classifiers.

deformities). These four training steps are summarized in
details below.

Step 1: Estimation of initial probability maps with majority
voting. In our approach, all the expert-segmented CBCT scans
are used as training atlases and further aligned onto the subject
CBCT image by affine registration. (Note that in our leave-
one-out validation procedure, the testing CBCT image will be
excluded for the estimation of initial probability maps.) Then,
we employ majority voting to count the votes for each label
for estimating the initial probability maps of both maxilla
and mandible at every voxel, for their rough localizations.
This simple approach has been proven very robust. The initial
probability maps provide spatial priors which are important
for guiding the segmentation.23,24

Step 2: Extraction of CBCT appearance and context
features. We extract these features for training classifiers.
Specifically, we extract appearance features from CBCT, i.e.,
random Haar-like features.31 We also extract the context
features from the previous segmentation probability maps.
They are used to coordinate the segmentations in different
parts of CBCT image. For the purpose of efficiency, we use
the same Haar-like definition to extract context features. This
context features has been shown effective in both computer
vision and medical image analysis fields.32–35 It is important
to note that the extraction of context features is recursively

conducted on the iteratively updated probability maps. This
is different from the extraction of appearance features, which
is performed on the original CBCT images.

Step 3: Training of random forest based classifiers. To
refine the segmentations, we train a classifier to learn
the complex relationship between local appearance/context
features and the corresponding manual segmentation labels
on all voxels of the training atlases. Although many advanced
classifiers have been developed in the past, e.g., support vector
machine (SVM),36 random forest22,27 is used in our approach,
because of (1) its effectiveness in handling a large number of
training data with high dimensionality and (2) its fast speed
in testing (although slow in training). In addition, random
forest also allows us to explore a large number of image
features to select the most suitable ones for accurate CBCT
segmentation.

Step 4: Repeating Steps 2 and 3 until convergence. In
this final step, we train our classifiers in a sequential manner.
Specifically, based on the classifier trained in Step 3, we update
the segmentation probability maps. Then, according to Step 2,
we extract the context features from the updated segmentation
probability maps and further use with the original CBCT
appearance features to train a next classifier. Eventually, we
train and obtain a sequence of sequential classifiers for CBCT
segmentation.
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F. 2. The estimated probability maps by applying a sequence of trained classifiers on an unseen CBCT image (a). The probability maps become more accurate
and sharper with the iterations [(b)–(e)].

In the testing stage, given a new CBCT image, as shown
in Fig. 2(a), the corresponding probability maps of the
maxilla and the mandible can be estimated by using the
sequentially trained classifiers. Specifically, as Step 1 of
the training stage, the initial segmentation probability maps
of the maxilla and the mandible are first estimated using
majority voting [Fig. 2(b)]. Then, based on the estimated
probability maps, the context features are extracted and,
together with CBCT appearance features, served as the
input to the sequential classifiers for iteratively updating
the segmentation probability maps. Based on the output of
the sequential classifiers, the new CBCT image is finally
segmented. As shown in Figs. 2(b)–2(e), the probability maps
are updated with the iterations, becoming more and more
accurate.

2.A. Random forests

In this section, we will introduce the details of random
forest to determine a class label c ∈C for a given testing voxel
x ∈Ω, based on its high-dimensional feature representation
f (x,I), where I is a set consisting of CBCT intensity images
and segmentation probability maps. The random forest is an
ensemble of decision trees, indexed by t ∈ [1,T], where T is the
total number of trees at each iteration. A decision tree consists
of two types of nodes, namely, internal nodes (nonleaf nodes)
and leaf nodes. Each internal node stores a split (or decision)
function, according to which the incoming data are sent to its
left or right child node, and each leaf stores the final answer
(predictor).27 During training, each tree t learns a weak class
predictor pt (c| f (x,I)). The training is performed by splitting
the training voxels at each internal node based on their
feature representations and further assigning samples to the
left and right child nodes for recursive splitting. Specifically,

at each internal node, to inject the randomness for improved
generalization, a sampled subset Θ of all possible features
is randomly selected.27,37 A number of random splits on
different combinations of feature and threshold is considered,
and the one maximizing the information gain25,27,37 is chosen
as the optimal split. The tree continues to grow as more
splits are made and stops at a specified depth (D), also with
the condition that no tree leaf node contains less than a
certain number of training samples (smin). Finally, by simply
counting the labels of all training samples which reach each
leaf node, we can associate each leaf node l with the empirical
distribution over classes pl

t (c| f (x,I)).
During testing, each voxel x to be classified is

independently pushed through each trained tree t, by applying
the learned split functions. Upon arriving at a leaf node
lx, the empirical distribution of the leaf node is used

F. 3. Extraction of 3D Haar-like features. The gray cubic indicated a patch
R centered at x. (a) If b = 0, a Haar-like feature is computed as the local
mean intensity of any randomly displaced cubical region R1 within the image
patch R. (b) If b = 1, a Haar-like feature is computed as the mean intensity
difference over any two randomly displaced, asymmetric cubical regions (R1
and R2) within the image patch R.
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to determine the class probability of the testing sample
x at tree t, i.e., pt (c| f (x,I)) = plx

t (c| f (x,I)). The final
probability of the testing sample x is computed as the
average of the class probabilities from individual trees, i.e.,
p(c|x)= 1/T

T
t=1pt (c| f (x,I)).

2.B. Appearance and context features

Although our framework can utilize any kind of features
from original CBCT images and probability maps, such as
SIFT,38 HOG,39 and LBP features,40 for classification purpose,
the 3D Haar-like features are used in our work due to
computational efficiency. Specifically, for each voxel x in
the original CBCT image or probability maps, its Haar-like
features are computed as the local mean intensity of any
randomly displaced cubical region R1 [Fig. 3(a)], or the
mean intensity difference over any two randomly displaced,

asymmetric cubical regions (R1 and R2) [Fig. 3(b)], within a
patch R,41

f (x,I)= 1
|R1|

u∈R1

I (u)−b
1
|R2|

v∈R2

I (v),

R1 ∈ R, R2 ∈ R, b ∈ {0,1} , (1)

where R is the patch centered at voxel x, I is an original CBCT
image or a probability map, and the parameter b ∈ {0,1}
indicates whether one or two cubical regions are used, as
shown in Figs. 3(a) and 3(b), respectively. In our work,
appearance and context features are both Haar-like features.
The only difference is that appearance features are extracted
from CBCT image, while context features are extracted
from probability maps. For a patch R in a CBCT image,
its intensities are normalized with the unit ℓ2 norm42,43 before
extraction of Haar-like features. However, for a patch in a
probability map, we did not perform any normalization.

F. 4. Influence of 5 different parameters: the number of training subjects (first row), the number of trees (second row), the depth of each tree (third row), the
minimally allowed number of samples per the leaf node (fourth row), and the size of image patch size (last row).
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F. 5. The Dice ratios of mandible and maxilla on 30 CBCT subjects by
the sequential random forests without prior lower two curves and with prior
upper two curves.

3. VALIDATION AND RESULTS

This study included the CBCT scans of 30 patients (12
males/18 females) with nonsyndromic dentofacial deformity,
treated with a double-jaw orthognathic surgery. They were
randomly selected from our clinical archive. The patient’s
ages were 24±10 yr (range: 10–49 yr). These CBCT scans
were acquired in a CBCT scanner (i-CAT, Imaging Sciences
International LLC, Hatfield, PA) with a matrix of 400×400,
a resolution of 0.4 mm isotropic voxel, acquisition time of
40 s, and a technique setting of 120 kVp and 0.25 mAs.
All the CBCT images were HIPAA deidentified prior to
the study. These 30 CBCTs were labeled (segmented) by
two experienced CMF surgeons (Chen and Tang) who
have experience in segmentation by using Mimics software
(Materialise NV, Leuven, Belgium). It took an average of
∼12 h to manually segment the whole skull from each set of
CBCT images (which is used as ground truth in this study).

In our implementation, we smoothed the initial probability
maps by a Gaussian filter with σ = 2 mm.25 For each class,
we selected 5000 training voxels from each atlas. Then, for
a 17×17×17 patch centered at each training voxel, 10 000
random Haar-like features were extracted from all sources of
images/maps: CBCT images, as well as the probability maps
of the maxilla, the mandible and the background. For each

iteration, we reselected training voxels and trained 40 deep
classification trees. For each tree, the same number of training
voxels is used for training. We stopped the tree growth at a
certain depth (d = 100), or with the condition that no tree leaf
contains less than a certain number of samples (i.e., smin= 8),
according to Ref. 25. The selections of the parameters were
based on the cross validations, as detailed below.

3.A. Impact of the parameters

The proposed method relies on several parameters: the
number of training subjects, the number of trees, the depth of
trees, the minimal sample number for leaf node, and the patch
size. They were determined via leave-one-out cross validation
on all training subjects, according to the parameter settings
described in Ref. 44. During parameter optimization, when
optimizing a certain parameter, the other parameters were set
to their own fixed values.

Number of training subjects. We first studied the impact
of the number of training subjects on segmentation accuracy.
Results are shown in the first row of Fig. 4. We conservatively
set the number of tree to 50 and the maximal tree depth as
100. We further set the minimal number of samples for leaf
node as 8 according to previous work.25 Thus, in most cases,
the stopping criterion was based on the minimal number of
samples in the leaf node. Generally, more number of training
subjects would lead to more accurate segmentation results.
As shown in the first row, increasing the number of training
subjects improved the segmentation accuracy, as the average
Dice ratio increased from 0.85 (N = 5) to 0.94 (N = 29) for
mandible and from 0.82 (N = 5) to 0.91 (N = 29) for maxilla.
It is worth noting that the increase of the training subjects
does not increase our testing time, which is different from
other multiatlas based methods.15,16,20,45

Number of trees. The second row of Fig. 4 shows the
influence of the number of trees on the segmentation accuracy.
Generally, more number of trees would lead to more accurate
segmentation results, but the training would also take longer
time. In addition, note that when the number reaches a certain
level, the further improvement of performance becomes
minimal. In this paper, we chose 40 trees in each iteration.

F. 6. Comparisons of segmentation results of different methods on (a) a typical CBCT image, (b) MV, (c) patch-based SR (Ref. 2), (d) stacked random forest
without prior (Ref. 26), (e) the proposed stacked random forest with prior, and (f) ground truth.
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F. 7. 3D rendering surfaces obtained by different methods: (a) MV, (b) patch-based SR (Ref. 2), (c) sequential random forests without prior (Ref. 26), (d) the
proposed sequential random forests with prior, and (e) ground truth.

Tree depth. The third row of Fig. 4 shows the impact
of the maximally allowed depth of trees. In general, a low
depth would be likely to underfitting, while a deep depth
would be likely to overfitting. In our case, we found that the
performance was gradually improved from depth of 5 to depth
of 40, while keeping steady when the depth was over 40.

Minimal sample number for leaf node. The fourth row of
Fig. 4 shows the impact of the minimally allowed number
for the leaf node. This parameter implicitly sets the depth
of our trees. The performance was steady when the number
was less than 20. However, when it was larger than 50, the
performance started decreasing. This might be due to the case
that the samples with different labels would possibly fall into
the same leaf node if a larger allowance was set, which would
result in a fuzzy classification.

Patch size. The last row shows the influence of the patch
size. The optimal patch size is related to the complexity of the
anatomical structure.16,46 And, too small or too large patch
size would result in suboptimal performance. Therefore, in
this paper, we selected the patch size as 17×17×17.

3.B. Importance of prior and sequential
random forests

Figure 5 shows the Dice ratios on 30 CBCT images of
CMF patients by applying a sequence of classifiers. The
lower and upper two curves are the results by the sequential
random forests without prior and with prior, respectively. At
the beginning (#0 iteration), the Dice ratios were calculated
upon the results by majority voting, which provided the
prior for the sequential random forests. For the sequential
random forests with prior, along the iterations, it could be
seen that the Dice ratios were increasing and became stable
after a few iterations. By contrast, for the sequential random
forests without prior,26 the results were much worse than the
results with prior. The primary reason is due to the similar
bony appearances shared by mandible, maxilla, and cervical
vertebrae. Without the spatial prior, they could be mislabeled,
as observed in Figs. 6(d) and 7(c). This comparison clearly
demonstrates the importance of using (1) the prior in guiding
the CBCT segmentation and (2) sequential random forests in
further improving the accuracy.

3.C. Comparisons with the state-of-the-art methods

The validation was performed on 30 CBCT subjects
in a leave-one-out strategy. In the following, we made
qualitative and quantitative comparisons with the state-of-the-
art methods. Figure 6 presents the segmentation results using
different methods for one typical subject. From left to right,
the first row shows the original CBCT image, and the results
obtained by MV, patch-based SR,2 sequential random forests
without prior, the proposed sequential random forests with
prior, and the manual segmentation. The second row shows the
zoomed views for better visualization. Due to possible errors
during affine registration, the result by MV was not accurate,
which was however sufficient as a prior. For the SR, to achieve
the best performance, we applied a nonlinear registration
method (Elastix)47 to align all atlases to the target subject.
We also optimized the parameters for SR via cross validation.
However, due to the closed-bite position and large intensity
variations, SR (Ref. 2) still could not accurately separate
the mandible from the maxilla. Without prior, the sequential
random forests mislabel the maxilla and the mandible, as
indicated by arrows. By contrast, the proposed prior-guided
sequential random forests achieved a reasonable result, which
was much consistent with the ground truth. The corresponding
3D surfaces generated by different methods are shown in
Fig. 7, which also clearly demonstrates more consistency
of our result with the ground truth than others. Moreover,

T I. Average Dice ratios and surface-distance errors (in mm) on 30
CBCT subjects. The best performance is bolded. MV provides initial proba-
bilities for our proposed method.

MV SR (Ref. 2)

RF without
prior

(Ref. 26)

Proposed
(RF with

prior)

Running time 5 m 5 h 15 m 20 m

Dice ratio
Mandible 0.83 ± 0.04 0.92 ± 0.03 0.51 ± 0.12 0.94 ± 0.02
Maxilla 0.75 ± 0.04 0.88 ± 0.02 0.39 ± 0.14 0.91 ± 0.03

Average
distance

Mandible 1.21 ± 0.25 0.62 ± 0.23 3.42 ± 1.21 0.42 ± 0.15

Hausdorff
distance

Mandible 3.65 ± 1.53 0.95 ± 0.24 4.74 ± 2.56 0.74 ± 0.25
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F. 8. Comparisons of segmentation results on the incisors part from seven typical CBCTs.

the proposed prior-guided sequential random forests only
required ∼20 min for segmentation of a typical set of CBCT
images, where 5 min were used for MV and another 15 min
were used for prior-guided sequential random forests in the
testing stage (Table I). By contrast, the SR requires ∼5 h.
Recall that it usually takes 12 h to manually segment a whole
skull for every set of CBCT images. Therefore, our proposed
method will be able to greatly improve the efficiency of
CBCT segmentation for clinical applications. Of course, the
speed of our algorithm can be significantly improved by code
optimization and also GPU-based implementation.

We then quantitatively evaluated the performance of
different methods, with the results shown in Table I. Using

prior and the sequential random forests, the proposed method
achieved the highest Dice ratios. To further validate the pro-
posed method, we also evaluated the accuracy by measuring
the average surface-distance error (SDE), which is defined as

SDE(A,B)= 1
2
*.
,

1
nA


a∈surf(A)

dist(a,B)+ 1
nB


b∈surf(B)

dist(b,A)+/
-
,

(2)

where surf(A) is the surface of segmentation A, nA is the
total number of surface points in surf(A), and dist(a,B) is
the Euclidean distance between a surface point a and the
nearest surface point of segmentation B. Additionally, the

Medical Physics, Vol. 43, No. 1, January 2016



344 Wang et al.: Automated segmentation of dental CBCT image 344

F. 9. Comparisons of segmentation results on the canines and molars part from seven typical CBCTs.

Hausdorff distance was also used to measure the maximal
surface-distance errors of each of 30 subjects. The average
surface distance and Hausdorff distance on all 30 CBCT
subjects are shown in Table I, which again demonstrates the
advantage of our proposed method.

To further demonstrate the advantages of the proposed
method in terms of separation of lower and upper teeth,
Figs. 8 and 9 show the results by different methods on the
teeth part (the incisors and canines and molars) from seven
different subjects. The appearance varies from open-mouth
to closed-bite in MI. Since the results by majority voting
and sequential random forest without prior are much worse
than our proposed results as indicated in Table I, in the
following, we only focus on comparisons with SR.2 As
shown in Figs. 8 and 9, the proposed method can achieve
more accurate results than SR,2 especially for the close-bite

T II. Average Dice ratios and surface-distance errors (in mm) for the
teeth part from 30 CBCTs.

SR (Ref. 2) Proposed

Dice ratio
Mandible 0.915 ± 0.024 0.958 ± 0.016
Maxilla 0.893 ± 0.028 0.926 ± 0.021

Average distance
Mandible 0.723 ± 0.343 0.312 ± 0.103
Maxilla 0.739 ± 0.411 0.346 ± 0.154

Hausdorff distance
Mandible 1.266 ± 0.316 0.618 ± 0.186
Maxilla 1.361 ± 0.352 0.669 ± 0.209

cases. We also quantitatively measured the performance in
the teeth part via Dice ratios, average surface distance, and
Hausdorff distance. The measurements are shown in Table II,
in which our method achieves significantly better results than
SR (Ref. 2) (p-value < 0.001).

3.D. Validation on MSCTs

We also validated the proposed method on 60 spiral
MSCT subjects scanned at maximal intercuspation. Their
ages were 22±2.6 yr (range: 18–27 yr). The MSCT images
were acquired in a CT scanner (GE LightSpeed RT) with a
matrix of 512×512, a resolution of 0.488×0.488×1.25 mm3,
the time of exposure of less than 5 s, and a technique setting
of 120 kVp and 120 mAs. Similar with the validation on
CBCT images, we performed a twofold cross validation. The
segmentation results by different methods on a typical MSCT
are shown in Fig. 10. It can be seen from the zoomed views

T III. Average Dice ratios and surface-distance errors (in mm) on 60
MSCT subjects. The best performance is bolded.

SR (Ref. 2) Proposed (RF with prior)

Dice ratio
Mandible 0.93 ± 0.02 0.95 ± 0.02
Maxilla 0.90 ± 0.02 0.92 ± 0.01

Average distance Mandible 0.57 ± 0.22 0.33 ± 0.11
Hausdorff distance Mandible 0.79 ± 0.19 0.41 ± 0.20
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F. 10. Comparisons of segmentation results of different methods on a MSCT image.

that the proposed method achieved a more accurate result than
SR,2 as indicated by arrows. We also quantitatively measured
the performance as presented in Table III, which demonstrated
the advantage of the proposed method.

4. DISCUSSIONS

In our current work, considering the computational time
and robustness, we employ just majority voting to estimate the
initial prior for our prior-guided sequential random forests.
Although it may be more reasonable to use the results by SR
(Ref. 2) as prior due to their higher accuracy than majority
voting, the computation of SR is expensive. Also, even with
the low accuracy of majority voting, the proposed sequential
random forests can still achieve better performance than
the SR.

Although our proposed method can produce accurate
results on CBCT images, it also has certain limitations. (1) The
robustness of the proposed method may be further improved
with more training subjects. Currently, our training subjects
consist of only 30 CBCT scans, which may not be enough.
In addition, only four subjects have streak artifacts caused
by metallic implants. Consequently, the learned classifiers
may still be somehow sensitive to the metal artifacts. (2) It
takes around 20 min for our current pipeline to process a
new set of CBCT scan. It needs to improve for the use in
clinical applications. (3) In feature extraction, we extract the
same feature type, i.e., 3D Haar-like features, from both the
original CBCT images and probability maps, which may be
not optimal. In our future work, we will employ more CBCT
scans to train classifiers, improve the efficiency, and explore
more feature types.

5. CONCLUSIONS

We have developed and validated a novel fully automated
method for CBCT segmentation. We first estimate initial
probability maps for mandible and maxilla, to provide a prior
for the subsequent classifier training. We then extract both
appearance features from CBCT and the context features

from the initial probability maps to train the first-layer
classifier via random forest. The first-layer classifier returns
new probability maps. To deal with challenges of image
artifacts and maximal intercuspation, the updated probability
maps, together with the original CBCT features, are iteratively
used to guide the training of the next classifier in the next
round of training. Finally, a sequence of classifiers is learned.
We have validated our proposed method on 30 CBCT subjects
and additional 60 MSCT subjects with promising results.
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