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Experimental testing of a new integrated model 
of the budding yeast Start transition

ABSTRACT  The cell cycle is composed of bistable molecular switches that govern the transi-
tions between gap phases (G1 and G2) and the phases in which DNA is replicated (S) and 
partitioned between daughter cells (M). Many molecular details of the budding yeast G1–S 
transition (Start) have been elucidated in recent years, especially with regard to its switch-like 
behavior due to positive feedback mechanisms. These results led us to reevaluate and ex-
pand a previous mathematical model of the yeast cell cycle. The new model incorporates 
Whi3 inhibition of Cln3 activity, Whi5 inhibition of SBF and MBF transcription factors, and 
feedback inhibition of Whi5 by G1–S cyclins. We tested the accuracy of the model by simulat-
ing various mutants not described in the literature. We then constructed these novel mutant 
strains and compared their observed phenotypes to the model’s simulations. The experimen-
tal results reported here led to further changes of the model, which will be fully described in 
a later article. Our study demonstrates the advantages of combining model design, simula-
tion, and testing in a coordinated effort to better understand a complex biological network.

INTRODUCTION
The eukaryotic cell division cycle is regulated by cyclin-dependent 
protein kinases (CDKs), which phosphorylate many cellular proteins, 
including transcription factors and proteins controlling DNA replica-
tion, chromosome segregation, and cell division. Transitions be-
tween successive stages of the cell cycle—G1, S, G2, and M—are 
controlled by irreversible, bistable, biochemical switch–based posi-
tive feedback mechanisms (Cross et al., 2002; Kapuy et al., 2009; 
Zhang et al., 2011; Verdugo et al., 2013).

In the budding yeast Saccharomyces cerevisiae, the sole CDK 
is known as Cdc28 (Lorincz and Reed, 1984; Reed et  al., 1985; 
Wittenberg and Reed, 1988; Reed and Wittenberg, 1990; 

Futcher, 1991). The activity of Cdc28 and its substrate specificity 
are governed by its obligatory binding partners, cyclins Cln1–3 
and Clb1–6 (Wittenberg and Reed, 1988; Futcher, 1991; Ghiara 
et al., 1991; Surana et al., 1991; Veinot-Drebot et al., 1991). The 
two main regulatory points in the budding yeast cell cycle are 
the G1–S transition and the metaphase–anaphase transition. In the 
case of G1–S, the mass of the cell must reach a critical value for the 
transition to occur (the threshold value depends on nutrient condi-
tions). This “checkpoint” ensures that cell size homeostasis is 
maintained generation after generation (Wheals, 1982; Calvert 
and Dawes, 1984; Moore, 1988; Baroni et al., 1992; Sillje et al., 
1997; Jorgensen et  al., 2002; Rupes, 2002). In the case of the 
metaphase–anaphase transition, the DNA must be fully replicated, 
and the sister chromatids must be securely attached to opposite 
poles of the mitotic spindle before they can be segregated be-
tween mother cell and bud during anaphase (Lydall and Weinert, 
1997; Straight and Murray, 1997; Taylor, 1999; Burke, 2000).

The molecular mechanisms that determine whether a cell will ex-
ecute entry into the cell cycle from G1—also known as Start in 
yeast—have been well characterized. In early G1, the only available 
cyclin is Cln3, whose rate of synthesis is proportional to cell mass 
(Hall et al., 1998; Nash et al., 2001; Alberghina et al., 2004; Mizunuma 
et al., 2013; Yahya et al., 2014). Moreover, Cln3 is sequestered at the 
endoplasmic reticulum (ER) by Whi3 in an Ssa1-dependent process 
(Gari et al., 2001; Ferrezuelo et al., 2012; Caudron and Barral, 2013). 
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Gerard and Goldbeter, 2009; Singhania et al., 2011) and experi-
mental studies (Cross et al., 2002, 2005; Thornton et al., 2004) and 
have been seminal in our understanding of how cell cycle transi-
tions are irreversible due to systems-level feedback resulting in bi-
stability and hysteresis (Novak et  al., 2007; Lopez-Aviles et  al., 
2009; Lu et al., 2012; Zhao et al., 2012).

The budding yeast cell cycle models published from 1995 to 
2004 were developed and tested in the context of published experi-
mental data. For example, START-2000 (Chen et al., 2000) was built 
to account for the observed phenotypes of ∼60 mutant yeast strains, 
and START-2004 (Chen et al., 2004) correctly accounted for the phe-
notypes of 120 of 131 cell cycle mutants. In this article, we show how 
model development and testing can proceed in parallel with new 
experimental observations, thereby improving the parameterization 
of the model, preventing the inclusion of incorrect assumptions 
about network architecture, and accelerating the pace of under-
standing cell cycle regulation in budding yeast.

Although START-2004 was remarkably accurate in describing the 
phenotypes of many cell cycle mutants, it was missing many of the 
aforementioned control elements. Hence, over the intervening 
years, we expanded the model into START-2013, which was devel-
oped and tested in light of the phenotypes of 237 experimentally 
characterized cell cycle mutants. In this study, we focus on testing 
START-2013 by generating mutant strains and observing their 
growth phenotypes. In particular, we test START-2013’s predicted 
phenotypes of 15 new cell cycle mutants not previously described in 
the literature. In addition, we recreate two mutants previously de-
scribed as viable that are inviable in model simulations and three 
mutants previously described as inviable that are viable in model 
simulations. Finally, we construct and characterize eight mutants 
that have been described in the literature only as “viable” or “larger/
smaller than wild type.” We pay particular attention to quantitative 
measures of cell size because cells that delay Start are larger than 
normal, whereas cells that execute Start prematurely are smaller 
than normal.

Our new experimental observations identified problems with 
START-2013 and prompted us to make additional improvements 
before publishing the next START model.

RESULTS
New yeast START model
The START-2004 model posited a simple mechanism for Start in 
which growth in G1 results in increased nuclear concentrations and 
activities of Cln3 and Bck2, which activate SBF/MBF (lumped to-
gether) as an ultrasensitive switch (Chen et al., 2004). SBF/MBF in 
turn activate transcription of Cln1 and 2 and Clb5 and 6, which 
causes further activation of SBF/MBF. An additional positive feed-
back to Start is due to the initial phosphorylation of CKI (Sic1 and 
Cdc6) by Cln2,3–CDK (which are not inhibited by CKI), followed by 
full phosphorylation and inhibition of CKI by Clb5,6–CDK (which is 
inhibited by CKI). After the G1–S transition is complete and budding 
and replication have commenced, SBF and MBF are inactivated by 
Clb1,2–CDK (Figure 1). These assumptions of the model are consis-
tent with experimental observations showing that Sic1 is phosphory-
lated by Cln-CDK and Clb-CDK, resulting in Sic1 ubiquitination by 
Skp, Cullin, F-box (SCF) and degradation by the 26S proteasome 
(Koivomagi et al., 2011). Moreover, CLN2 transcription is known to 
be turned off by Clb2 (Amon et al., 1993; Koch et al., 1996).

START-2013, the model used to simulate the mutants tested in 
this study, incorporates more regulatory mechanisms governing 
Cln3 synthesis and activity (ER sequestration by Whi3 and Ssa1 and 
release by Ydj1) and SBF/MBF regulation (Whi5 and Nrm1 inhibition; 

Eventually, the cell grows large enough to cause a rapid release of 
Cln3 from the ER in a Ydj1-dependent process, allowing Cln3-CDK 
to enter the nucleus, where it activates two transcription factors, 
SCB-binding factor (SBF) and MCB-binding factor (MBF; Primig 
et al., 1992; Moll et al., 1993; Ferrezuelo et al., 2012). Ydj1’s activity 
in releasing Cln3 from the ER is also dependent on cell mass, al-
though the mechanism of this dependence is not known (Verges 
et al., 2007).

SBF consists of a heterodimer of Swi4 and Swi6, and MBF con-
sists of a heterodimer of Mbp1 and Swi6 (Primig et al., 1992; Moll 
et al., 1993). Swi4 and Mbp1 bind to distinct promoter elements 
(SCB and MCB, respectively), whereas Swi6 mediates SBF and MBF 
activity through its association with transcriptional activators and re-
pressors (Andrews and Moore, 1992; Moll et  al., 1992; Takahata 
et al., 2009). Many genes contain both SCB and MCB elements in 
their promoters (Moll et al., 1992; Morgan et al., 1995). SBF and 
MBF induce transcription of the partially redundant cyclin pairs 
Cln1/Cln2 and Clb5/Clb6, respectively (Moll et al., 1993). Cln1/2-
CDK induces budding and the transcription of S-phase genes, and 
it inactivates Sic1, a stoichiometric inhibitor of Clb5/Clb6-CDK (Lew 
and Reed, 1993; Dirick et al., 1995; Verma et al., 1997). Clb5/6-CDK 
then activates numerous DNA replication proteins and the transcrip-
tion of genes involved in replication (Schwob and Nasmyth, 1993; 
Toone et al., 1997).

Activation of SBF occurs by phosphorylation of Whi5, which is a 
stoichiometric repressor of SBF (Costanzo et  al., 2004; de Bruin 
et al., 2004). Multiple phosphorylation of Whi5 by Cln3-CDK inhibits 
its binding to SBF (Costanzo et al., 2004; de Bruin et al., 2004). The 
abrupt switch-like transition from G1 to S phase occurs because 
Cln1/2-CDK further phosphorylates Whi5 and thereby activates its 
own transcription factor, SBF. Eventually, Whi5 is fully phosphory-
lated and exported from the nucleus via the exportin Msn5 (Taberner 
et al., 2009). Cln1/2-CDK and Cln3-CDK also phosphorylate Swi6, 
further increasing the activity of SBF and MBF for a time. Physiologi-
cal levels of nonphosphorylatable Whi5 (Whi512A) and Swi6 (Swi64A) 
have no effect on the G1–S transition individually but delay the tran-
sition in combination (Costanzo et al., 2004; de Bruin et al., 2004; 
Wagner et al., 2009).

Despite the extent of evidence supporting the Start events de-
scribed here, there are several gaps in this picture. Genetic and bio-
chemical experiments show that Whi5 inhibition of MBF is weak 
and, therefore, that Cln3 must activate MBF in a different manner 
than SBF (de Bruin et al., 2004; Harris et al., 2013). Moreover, ge-
netic experiments show that Bck2—a protein of unknown function—
plays a similar role in Start to that of Cln3 (Wijnen and Futcher, 
1999).

We previously used mathematical modeling to describe the 
temporal dynamics of CDK activities in the budding yeast cell cycle 
(Chen et al., 2004) and tested the model (here called START-2004) 
against a large set of experimental data extracted from the litera-
ture, focusing on the phenotypes of mutant strains of budding 
yeast. START-2004 used ordinary differential equations (ODEs) to 
represent most of the biochemical reactions known at the time to 
govern progression through the yeast cell cycle. This approach, us-
ing ODEs to model the cell cycle, synthesizes the available mole-
cular evidence into a single mathematical framework that attempts 
to capture the overall dynamics of cell cycle control in budding 
yeast in quantitative detail. START-2004 originated from a very 
simple model published in 1995 and passed through an intermedi-
ate stage in 2000 (Tyson et  al., 1995; Chen et  al., 2000, 2004). 
These models of the budding yeast cell cycle have influenced many 
other modeling efforts (Li et al., 2004; Csikasz-Nagy et al., 2006; 
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START-2013 recapitulates the phenotypes of 229 of 237 yeast 
cell cycle mutants described in the literature. Because the model 
has changed considerably in light of the new mutants described in 
this study, START-2013 will not be published other than its descrip-
tion on our Web page. Instead, a full accounting of the latest itera-
tion of the model, tentatively called START-2015 in this article, 
will be published elsewhere (K. C. Chen, J. Ravi, and J. J. Tyson, 
unpublished data).

Comparison of simulated and measured cell volumes
Because of the importance of Cln3 and Bck2 in initiating Start and 
the crucial role of positive feedback from Cln1/2 to SBF and MBF for 
coherent expression of Start-related genes (Skotheim et al., 2008), 
we focused on deletion and overexpression mutants affecting these 
proteins. We analyzed mutant phenotypes by time-lapse movies of 
live cells, cell-counter size measurements, and flow cytometry for 
DNA content. We determined population distributions of cell vol-
umes for mutant strains and compared our measurements with pre-
dictions of the START-2013 model. Figure 2 shows still images of the 
cells and the average volume of the mutant cell relative to the aver-
age volume of wild-type cells growing under the same conditions. 
Tables 1, 2, and 3 show the doubling time and cell volume statistics 
of the mutant strains. The statistical distributions of cell sizes are 
shown in Supplemental Figures S2–S4.

Single mutants.  The characterization of single-mutant phenotypes 
serves as control for our test strains. (Note that for our purposes, the 
cln1∆ cln2∆ mutant strain is a “single” mutant because of the 
functional redundancy of these two cyclins.) With one exception, the 
single-mutant phenotypes correspond well to predictions of the 
START-2013 model and to published data (Table 1). The exception 

nucleocytoplasmic transport of Whi5 and SBF; Figure 1). Con-
sequently most of the mutants we characterized to test the 
model perturb the levels of these Start proteins. START-2013 is de-
scribed in detail on our website (tysonlab.biol.vt.edu/research/start 
_transition), which includes an online simulator that allows users to 
simulate the behavior of cells carrying any combination of mutant 
alleles for the genes in the model. Screen shots of a few simulated 
mutants are shown in Supplemental Figure S1.

The major improvements of START-2013 over START-2004 are as 
follows:

1.	 Incorporation of Whi5 and its differential effects on SBF and 
MBF, and positive feedback of Cln1,2–CDK on SBF activity via its 
inhibition of Whi5.

2.	 Separation of SBF and MBF into their constituent heterodimer 
proteins.

3.	 A role for Bck2 in promoting Start.

4.	 A mechanism explaining how SWI6-deletion mutants can transit 
Start without SBF and MBF.

5.	 Mechanisms explaining the nuclear localization patterns of Whi5, 
Swi4, and Swi6.

6.	 A more detailed cell-size control mechanism consistent with ex-
periments showing roles for Whi3, Ydj1, and Ssa1 and including 
the effects of different growth media and mass-doubling times 
on this mechanism.

7.	 Negative feedback inhibition of MBF by Clb2 and Nrm1 (a 
stoichiometric inhibitor of MBF, which is transcribed by MBF).

8.	 Nuclear export of SBF because of negative feedback from 
Clb2-CDK.

FIGURE 1:  Wiring diagram of the START-2013 model. The model is based on START-2004 (Chen et al., 2004), with 
significant changes as outlined in the Results section. The Start module (top left) now has a mechanism for cell size 
control, Whi5 inhibition of SBF, positive feedback from G1–S cyclins to SBF, and MBF via inhibition of Whi5 and direct 
phosphorylation, and negative feedback from Nrm1 and Clb2. It also includes control of nucleocytoplasmic shuttling of 
Whi5 and Swi6. The remainder of the wiring diagram is largely the same as that of START-2004, except that now Pds1 
expression is constitutive and PPX (a hypothetical protein phosphatase that is now known to be PP2A-Cdc55) is 
inhibited by Esp1 rather than directly by Pds1. IE, a hypothetical intermediary enzyme in START-2004, is likely a 
Clb2-CDK–dependent phosphorylated form of anaphase-promoting complex (APC). We propose that a hypothetical 
protein phosphatase (hyp PP) dephosphorylates APC to prevent its premature association.
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FIGURE 2:  Phase contrast images showing the cell sizes and morphology of wild-type and mutant strains listed in 
Tables 1, 2, and 3. The relevant strain genotype and size (volume) relative to the wild-type strain is indicated above each 
panel. The GAL1 promoter is abbreviated as GAL. Scale bar, 10 μm.
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confirm the predicted and known cell sizes of the cdh1∆ and whi5∆ 
mutants (Table 1).

Multiple-deletion mutants.  The phenotypes of five multiple-
deletion strains (cln1∆ cln2∆ cdh1∆, cln1∆ cln2∆ mbp1∆, cln3∆ 
mbp1∆, cln3∆ mbp1∆ whi5∆, cln3∆ swi4∆ whi5∆; Table 2) do not 
agree with predictions of START-2013. The model predicts that 
cln1∆ cln2∆ cdh1∆ cells arrest in telophase and that cln3∆ mbp1∆ 
and cln1∆ cln2∆ mbp1∆ cells arrest in G1, but these three mutant 
strains are observed to be viable. The cln3∆ mbp1∆ whi5∆ and 
cln3∆ swi4∆ whi5∆ strains are predicted to be significantly smaller 
than measured sizes. The phenotypes of two mutant strains (swi4∆ 
msn5∆ and swi6∆ msn5∆; Table 2) agree with the model but not 
with previously published observations. The swi4∆ msn5∆ and 
swi6∆ msn5∆ strains were previously reported to be synthetic lethal 
but are viable in our crosses. We discuss the reasons for these 
discrepancies between the model, published experiments, and our 
experiments in subsequent sections.

Overexpression strains.  We also determined the size distributions 
of cell populations for strains overexpressing various genes in the 
short term (∼7–10 h) and compared our measurements with 
START-2013 predictions (Table 3). The cells of eight overexpression 
mutant strains are larger than the model predicts: GAL1pr-CLN2, 
cdh1∆ GAL1pr-CLN2, GAL1pr-WHI512A (nonphosphorylatable 
Whi5), bck2∆ GAL1pr-WHI5, bck2∆ GAL1pr-WHI512A, mbp1∆ 
GAL1pr-WHI5, mbp1∆ GAL1pr-WHI512A, and bck2∆ mbp1∆ 
GAL1pr-WHI5. For one strain (cln3∆ mbp1∆ GAL1pr-BCK2), cell size 

is the bck2∆ mutant, whose size is significantly underestimated by 
the model. This discrepancy is due to a poor choice of certain kinetic 
rate constants in the START-2013 basal parameter set, as we discuss 
later.

In addition, there are some discrepancies between our size 
measurements of single cells by live-cell imaging and cell sizes 
measured by other methods. For example, cdh1∆ cells are not sig-
nificantly smaller than wild-type cells in our measurements, but 
they should be smaller according to both published observations 
and the START-2013 model. This discrepancy is due to a technical 
limitation of the cell segmentation algorithm we use, which is un-
able to determine, using only phase-contrast or differential inter-
ference contrast (DIC) images, whether a bud is connected to or 
separated from a mother cell. Consequently as soon as a bud is 
large enough to be detected (generally around 1.5–2 fl), its volume 
is measured independently of its mother (Supplemental Figure S5). 
Hence the cell volumes we measure in populations of yeast cells 
are smaller than the true size of mother plus bud before cell sepa-
ration (our cell size means are ∼20 fl for wild-type cells [Table 1], 
compared with ∼40 fl for mother plus bud volumes reported in the 
literature; Brewer et al., 1984; Cross et al., 2002). The cdh1∆ mu-
tant is reported to be only 10% smaller in volume than wild-type 
cells, making it difficult to observe the difference in population 
measurements that are already small. As a second example, whi5∆ 
cells are predicted to be 30–40% smaller than wild-type cells; our 
observations show that whi5∆ cells are indeed smaller but not 
quite as small as predicted (only 20% smaller in our imaging mea-
surements). Cell size measurements taken with a cell counter 

Genotype

wt bck2∆ cdh1∆
cln1∆ 
cln2∆ cln3∆ mbp1∆ msn5∆ swi4∆ swi6∆ whi5∆

Number of cells 6324 5012 8762 3974 7659 5274 6536 8247 3212 8124

Median cell size (fl) 21.53 32.54 20.52 53.15 38.58 26.06 30.97 31.74 40.97 17.20

Mean cell size (fl) 25.10 38.88 26.22 67.58 46.08 29.74 35.80 39.37 74.73 19.80

Mean:wta NA 1.55 1.04 2.69 1.84 1.18 1.43 1.57 2.98 0.79

d vs. wtb NA 0.62 0.04 1.20 0.87 0.31 0.54 0.57 0.73 –0.38

Mean cell size from cell counterc 41.58 51.93 37.19 60.60 54.08 48.64 54.46 84.95 95.58 38.93

Mean:wt from cell counterd NA 1.25 0.89 1.46 1.30 1.17 1.31 2.04 2.30 0.94

START-2013 predictione NA 1.08 0.89 2.30 1.83 1.18 1.15 1.42 2.14 0.66

Published experimentsf 1.3 
a, b

<1  
(c–e)

3.2  
(a, f, g)

1.80–2.7 
(h–j)

1.3  
(k–m)

1.4  
(n)

1.3–1.5 
(b, o, p)

2.4  
(o, p)

0.6–0.7 
(c, h, q)

START-2015 predictiong 1.37 1.07 2.06 1.88 1.10 1.11 1.29 3.78 0.85

All cell sizes are given in femtoliters.
aRatio of the mean cell size of the mutant strain (all replicates pooled) compared with wild-type (wt) cells (all replicates pooled) from live-cell microscopy experi-
ments. Light green cells, mean cell size is the same as wt (small effect size, d ≤ 0.2). Yellow cells, mean cell size is smaller or larger than wt with a medium effect size 
(0.2 < d < 0.8). Pink cells, mean cell size is smaller or larger than wt with a large effect size (d ≥ 0.8).
bCohen’s d effect size for log-transformed cell sizes (see Materials and Methods).
cMean cell size from automated cell counter measurements (see Materials and Methods). Most measurements are of a single biological replicate. When multiple 
replicates were measured, the number is the mean from the replicates.
dRatio of the mean cell size to the mean cell size of the wt strain from automated cell counter measurements.
eSTART-2013 model–simulated mutant cell size at division relative to wt cell size at division. Dark green cells, measurements agree with model prediction. Red cells, 
measurements do not agree with model prediction.
fMean population cell size of mutants relative to wt cells reported in the literature as cited. Dark green cells, measurements agree with published observations. Un-
colored cell, literature provides only relative cell size. a. Epstein and Cross (1994), b. Wijnen and Futcher (1999), c. Jorgensen et al. (2002), d. Schwab et al. (1997), e. 
Wasch and Cross (2002), f. Dirick et al. (1995), g. Tyers et al. (1992), h. Costanzo et al. (2004), i. Cross (1988), j. Tyers et al. (1993), k. Bean et al. (2005), l. Ferrezuelo 
et al. (2009), m. Koch et al. (1993), n. Queralt and Igual (2003), o. Nasmyth and Dirick (1991), p. Wijnen et al. (2002), q. de Bruin et al. (2004).
gRelative cell size prediction from current updated START-2015 model incorporating changes to better fit new data (see Discussion). Dark green cells, measurements 
agree with model prediction.

TABLE 1:  Cell size phenotypes of single mutants. 
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Steady-state phenotypes 
of overexpression strains
For live-cell assays using overexpression 
strains, we were able to observe the strains 
during galactose induction only for three or 
four generations, after which the cells be-
came too crowded for the cell segmentation 
algorithm to work. Consequently a signifi-
cant portion of the population comprises 
partially induced cells and the original-sized 
mothers, which cannot get smaller (cln3∆ 
mbp1∆ GAL1pr-BCK2 in Figure 2) but can 
grow larger along with their daughters (Sup-
plemental Figure S6). To address this prob-
lem, we grew the overexpression strains in 
liquid medium containing glucose, raffi-
nose, or galactose for 16 h and measured 
their cell size distributions using a cell coun-
ter (Figures 4, 6, and 8) and their cell cycle 
status by measuring their DNA content 
(Figures 5, 7, and 9). Trends in the cell size 
distributions can also be seen in the for-
ward- and side-scatter dot plots (Supple-
mental Figures S7–S9).

From these experiments, the growth in-
hibition observed for some overexpression 
strains when grown on plates appears to be 
unrelated to cell cycle effects. For example, 
when either CLN2 or BCK2 was overex-
pressed for 16 h in liquid culture, these cells 
had buds (Figure 4) and normal or near-nor-

mal proportions of 1N and 2N DNA content (Figure 5). Moreover, 
BCK2 overexpression partially rescued the large cell size of cln3∆ 
mbp1∆ cells (Table 3 and Supplemental Table S2), suggesting again 
that the cell cycle effects of overexpression are correctly captured by 
the model.

The morphology of the GAL1pr-CLN2 strain grown under induc-
ing conditions was abnormal, with many elongated buds (Figures 2 
and 4 and Supplemental Movies S1 and S2). This morphological de-
fect is probably due to prolonged apical bud growth caused by ab-
normally high levels of Cln2-CDK, which is normally localized at bud 
tips and promotes apical bud growth (Colomina et al., 2009). These 
long buds probably account for the increase in cell size in the 
GAL1pr-CLN2 strain, counter to predictions (Table 3, Supplemental 
Table S1, and Figure 4). The phenotype of this mutant could be a 
spurious side effect of the large protein A tag fused to Cln2, imped-
ing Cln2 function and possibly acting as a dominant-negative muta-
tion. However, the reduction in 1N DNA content in cells overexpress-
ing CLN2 suggests that the duration of G1 phase is indeed shorter, 
as predicted. We did not measure the growth rates of these 16-h 
liquid cultures, but there were not large numbers of lysed cells that 
could explain the inhibited growth on plates. It is possible that the 
bud growth abnormalities caused by elevated activity of Cln2-CDK 
are more problematic when the cells are grown on solid agar, possi-
bly activating checkpoint responses such as the cell wall integrity 
pathway or the morphogenesis checkpoint (Lew, 2003; Levin, 2011).

The cln3∆ mbp1∆ strain exhibited a delay in G1, as predicted, 
but this delay was unexpectedly exaggerated when grown in raffi-
nose or galactose and was rescued by BCK2 overexpression 
(Figures 4 and 5, Supplemental Table S1, and Supplemental Movie 
S3). In fact, of all the mutants in this study, only the cln3∆ mbp1∆ 
and the cln3∆ bck2∆ whi5∆ mutant strains were larger in raffinose 

is smaller than the model predicts, and for another strain (swi6∆ 
GAL1pr-WHI5), our observations agree with the model but not with 
a published observation that swi6∆ GAL1pr-WHI5 cells are inviable 
(Costanzo et al., 2004).

For all of these experiments, cells were grown in raffinose (or 
glucose) before change of the medium to 2% galactose. We then 
compared cell sizes in the two media. Except for WHI5 overexpres-
sion in wild-type and swi6∆ cells, galactose induction resulted in a 
change in mean cell size even when the change in carbon source 
was factored into the cell size ratios, indicating that the overexpres-
sion constructs functioned as expected (Supplemental Tables S1 
and S2).

The viability of some overexpression strains was previously de-
termined only by growth on plates. For comparison to these pub-
lished observations, we plated serial dilutions of the overexpres-
sion strains on glucose (repressed), raffinose (uninduced), and 
0.1% or 2% galactose (each with 2% raffinose to support growth; 
Figure 3). Many of the overexpression strains that were viable 
over three or four generations in live-cell imaging experiments 
showed severe growth inhibition under induced or even unin-
duced (basal expression) conditions when grown on plates for 
several days. For example, even wild-type cells are sensitive to 
BCK2 and CLN2 overexpression on plates. We also confirmed 
that overexpression of WHI5 in the swi6∆ mutant inhibits cell 
growth on plates (Figure 3; Costanzo et  al., 2004). We discuss 
possible causes of these differences between the predictions and 
observed phenotypes later.

In total, START-2013 correctly predicts the phenotypes of 27 of 
45 cell cycle mutants tested here, three of eight of the mutants that 
were not previously characterized quantitatively and four of 15 of 
the new cell cycle mutants not described in the literature.

FIGURE 3:  Growth assays for overexpression strains on glucose, raffinose, and galactose. Serial 
dilutions were spotted as described in Materials and Methods. The sugars contained in the 
plates are indicated at top. The 0.1% galactose plates were used to obtain lower levels of 
induction of the GAL1 promoter–driven gene. Gray triangles indicate relative concentrations of 
cells in the spots. The relevant genotypes of strains are indicated to the left. The GAL1 
promoter is abbreviated as GAL.
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The observed growth inhibition of the 
swi6∆ GAL1pr-WHI5 strain on agar plates 
(Figure 3; Costanzo et al., 2004) is not due 
to G1 arrest of the cell cycle, as there is es-
sentially no difference in cell size between 
induced and uninduced cells, especially 
when compared with swi6∆ cells in glucose, 
raffinose, and galactose (Supplemental 
Table S2, Figure 8, and Supplemental Movie 
S4). However, a higher proportion of cells 
have 1N DNA content in raffinose and ga-
lactose in these strains (Figure 9). This shift 
could be due to the carbon sources, but the 
observation that the shift to 1N content is 
more dramatic in swi6∆ GAL1pr-WHI512A 
then in swi6∆ GAL1pr-WHI5 cells grown in 
raffinose suggests that the delay is due to 
basal expression of WHI5 in raffinose 
(Figure 9). Nevertheless, the G1 delay seen 
in these 16-h liquid cultures is not strong 
enough to account for the strong growth in-
hibition on agar plates. The lack of growth 
on plates is more likely a result of morpho-
logical defects in the swi6∆ mutant that are 
exacerbated when WHI5 is overexpressed. 
The swi6∆ mutants appear to prolong apical 
bud growth and have broad, ill-defined bud 
necks but continue to produce new buds 
(Figures 2 and 8). The morphological de-
fects of swi6∆ cells are more apparent when 
WHI5 is overexpressed (especially the ab-
sence of obvious bud necks), and these cells 
frequently lyse (Figure 8).

In contrast, the bck2∆ mbp1∆ GAL1pr-
WHI512A strain grows very large when 
switched to galactose and almost entirely 
arrested in G1, in both raffinose and galac-
tose (Figures 6 and 7). This arrest is most 
likely due to elevated WHI512A expression, 
even in raffinose, because the bck2∆ mbp1∆ 
strain is smaller in raffinose and galactose 
than in glucose (Supplemental Table S2).

Redundancy in Start activities between 
Cln3 and Bck2
In the START-2013 model, Cln3 and Bck2 
have the same functions (both of them inac-
tivate Whi5 and activate SBF), and they work 
in parallel. The evidence supporting this as-
sumption of the model is that both single 
mutants, cln3∆ and bck2∆, result in Start de-
lay and larger cells, and the double mutation 
is synthetic lethal (Tables 1 and 2; Epstein 
and Cross, 1994; Wijnen and Futcher, 1999). 
This synthetic lethality is due to overactive 
Whi5, as shown by the observation that the 
cln3∆ bck2∆ whi5∆ strain is viable (Table 2; 
Costanzo et al., 2004; de Bruin et al., 2004).

Relative Start activities of Cln3 and Bck2
START-2013 also assumes that Cln3 activates SBF and MBF more 
efficiently than does Bck2, in agreement with our measurements 

and galactose than in glucose (Supplemental Table S1), suggesting 
that these strains are fundamentally different in how they respond 
to the carbon source.

FIGURE 4:  Steady-state cell sizes and morphologies of strains overexpressing CLN2 and BCK2. 
Cultures were grown in SD-Ura to an OD600 of ∼1.5 and reinoculated into SD-Ura, Sraff-Ura, and 
Sgal-Ura (each sugar at 2%) at a 1:1000 ratio for SD-Ura or a 1:100 ratio for Raff and Gal 
cultures. These cultures were shaken overnight for 16 h at 30°C to obtain an OD600 of 0.5–1.0. 
Cell size measurements were performed on a cell counter, and DIC images of the cultures were 
captured as described in Materials and Methods. Strain genotypes are indicated to the left, and 
the sugar used is indicated at the top of each column. Charts show the cell size distributions of 
the cultures. Black lines, cell volume distribution in glucose; red lines, cell volume distribution in 
raffinose; green lines, cell volume distribution in galactose. The mean cell size of each culture is 
indicated on each chart with the same color scheme as the lines and column headings for the 
DIC images. The maximum on the x-axis is 300 fl. The GAL1 promoter is abbreviated as GAL1pr. 
Scale bar, 20 μm.
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FIGURE 5:  Steady-state DNA content of strains overexpressing CLN2 and BCK2. The DNA content of the strains shown 
in Figure 4 was determined by flow cytometry, as described in Materials and Methods. Each strain is shown in a column 
with the cells grown in glucose at top (black), cells grown in raffinose in the middle (red), and cells grown in galactose at 
the bottom (green), as indicated in the titles. The percentages of cells containing 1N or 2N DNA content are indicated 
next to each peak. Percentages do not add to 100% because of measured events outside of the peaks but within the 
gated measurements. The GAL1 promoter is abbreviated as GAL1pr.
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FIGURE 6:  Steady-state cell sizes and morphologies of bck2∆ and mbp1∆ mutant strains overexpressing WHI5. 
Cultures were grown in SD-His to an OD600 of ∼1.5 and reinoculated into SD-His, Sraff-His, and Sgal-His (each sugar at 
2%) at a 1:1000 ratio for SD-Ura or a 1:100 ratio for Raff and Gal cultures. These cultures were shaken overnight for 16 h 
at 30°C to obtain an OD600 of 0.5–1.0. Cell size measurements were performed on a cell counter, and DIC images of the 
cultures were captured as described in Materials and Methods. Strain genotypes are indicated to the left, and the sugar 
used is indicated at the top of each column. Charts show the cell size distributions of the cultures. Black lines, cell 
volume distribution in glucose; red lines, cell volume distribution in raffinose; green lines, cell volume distribution in 
galactose. The mean cell size of each culture is indicated on each chart with the same color scheme as the lines and 
column headings for the DIC images. The maximum on the x-axis is 300 fl. The GAL1 promoter is abbreviated as 
GAL1pr. Scale bar, 20 μm.
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Relative Start activities of SBF 
and MBF
Mutants lacking just SBF (swi4∆) are larger 
than mutants lacking just MBF (mbp1∆), in-
dicating that SBF is more active for Start 
execution than is MBF (Table 1 and refer-
ences therein). Consistent with this assump-
tion are the facts that swi4∆ cells are larger 
than mbp1∆ cells and that cln3∆ mbp1∆ 
cells are viable, whereas cln3∆ swi4∆ cells 
are dead. These facts suggest that cells can 
pass Start with SBF alone even with ele-
vated Whi5 activity, but MBF alone is not 
sufficient to overcome elevated Whi5 activ-
ity (Table 2 and references therein). These 
differences between SBF and MBF activity 
in the model are also supported by obser-
vations that the products of CLN1,2 (mostly 
transcribed by SBF) and not CLB5,6 (mostly 
transcribed by MBF; Bean et al., 2005) are 
the major drivers of positive feedback at 
the Start transition (Skotheim et al., 2008; 
Charvin et al., 2010).

Whi5 inhibition of SBF and MBF
A large component of the cell-size pheno-
types we observed in mutant strains could 
be attributable to increased Whi5 activity. 
For example, the cln3∆ swi4∆ strain is syn-
thetic lethal, but this mutant combination is 
rescued by deletion of WHI5 (Table 2). Whi5 
binds to SBF and, more weakly, to MBF 
through Swi6, and Cln3-CDK phosphory-
lates both Whi5 and Swi6 to initiate Start, 
with Cln1,2–CDK providing positive feed-
back (Costanzo et al., 2004; de Bruin et al., 
2004; Charvin et al., 2010). The observation 
that cln3∆ mbp1∆ and bck2∆ mbp1∆ dou-
ble-mutant strains are the same size as cln3∆ 
and bck2∆ single-mutant strains, respec-
tively, suggests that neither Cln3 nor Bck2 
can activate MBF in the absence of the 
other (Table 2). Although Whi5 inhibition of 
MBF is normally weak, these phenotypes 
could be explained if increased Whi5 activ-
ity in cln3∆ or bck2∆ single-mutant cells is 
sufficient to completely inhibit MBF until the 
Cln-CDK feedback mechanism kicks in due 
to SBF activation by Bck2 or Cln3, respec-
tively. Also consistent with this interpreta-
tion is the observation that cln3∆ mbp1∆ 
whi5∆ bck2∆ cells are the same size as cln3∆ 
whi5∆ bck2∆ cells (Table 2; de Bruin et al., 

2004). This scenario also agrees with a normally negligible role for 
MBF and its main transcriptional target Clb5 in initiating Start via 
positive feedback, which, in wild-type cells, is dominated by SBF 
and its main target, Cln2 (Skotheim et al., 2008; Charvin et al., 2010).

START-2013 assumes that Cln3-CDK activates SBF both by phos-
phorylating and inactivating Whi5 and by phosphorylating and acti-
vating SBF (specifically Swi6), to be consistent with Wagner et al. 
(2009). Nevertheless, we found that cln3∆ mbp1∆ whi5∆ cells are 
the same size as mbp1∆ cells and smaller than cln3∆ cells (Table 2), 

and published results (Wijnen and Futcher, 1999). The cln3∆ mutant 
is larger than the bck2∆ mutant, cln3∆ mbp1∆ cells are larger than 
bck2∆ mbp1∆ cells, and the cln3∆ swi4∆ double mutant is dead, 
whereas the bck2∆ swi4∆ double mutant is viable and appears to be 
the same size as the swi4∆ single mutant (Table 2; Wijnen and 
Futcher, 1999). The latter observation also suggests that Bck2 plays 
only a minor role in MBF-dependent execution of Start—consistent 
with our model’s predictions (with the current assignments of param-
eter values).

FIGURE 7:  Steady-state DNA content of bck2∆ and mbp1∆ mutant strains overexpressing 
WHI5. The DNA content of the strains shown in Figure 6 was determined by flow cytometry, as 
described in Materials and Methods. Each strain is shown in a column with the cells grown in 
glucose at top (black), cells grown in raffinose in the middle (red), and cells grown in galactose at 
the bottom (green). The percentages of cells containing 1N or 2N DNA content are indicated 
next to each peak. Percentages do not add to 100% because of measured events outside of the 
peaks but within the gated measurements. The GAL1 promoter is abbreviated as GAL1pr.
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and swi6∆ GAL1pr-WHI5 strains in galactose are all the same size as 
the swi6∆ single mutant (Tables 1–3 and Supplemental Table S2 and 
references therein). In addition, deletion of WHI5 does not rescue 
the lethality of bck2∆ swi6∆ (de Bruin et al., 2004) or swi4∆ swi6∆ 
cells (Table 2), indicating that their lethality is not due to overactive 
Whi5. Finally, deletion of SWI6 prevents G1 arrest of cln3∆ GAL1pr-
WHI5 cells under induced conditions (Figures 8 and 9 and Supple-
mental Movies S5 and S6).

Nevertheless, the cln3∆ swi6∆ GAL1pr-WHI5 and cln3∆ mbp1∆ 
swi6∆ GAL1pr-WHI5 mutant strains had larger cells and some level 
of G1 delay when WHI5 was induced (Supplemental Table S2 and 
Figures 8 and 9). Studies of Whi5 binding used physiological levels 
of protein (Costanzo et al., 2004; de Bruin et al., 2004; Travesa et al., 
2013). It is possible that overexpressed WHI5 has off-target effects 
that affect processes not directly regulating the Start transition. 
More likely, Whi5 probably binds weakly to Swi4, even in the ab-
sence of Swi6. Binding of Whi5 to Swi6 alone is weak, and Whi5 and 
Nrm1 show highly specific binding to SBF and MBF, respectively 
(Travesa et al., 2013). These observations could indicate that Whi5 
simultaneously binds to Swi6 and Swi4 to confer SBF binding speci-
ficity. If so, massively overexpressed Whi5 could inhibit Swi4 in the 
absence of Swi6. Consistent with this interpretation, WHI5 overex-
pression in a swi4∆ mutant results in larger cells, indicating that large 
concentrations of WHI5 can bind to MBF—an interaction not easily 

arguing against Cln3-CDK activation of SBF in the absence of Whi5. 
However, the cln3∆ bck2∆ mbp1∆ whi5∆ and cln3∆ bck2∆ whi5∆ 
strains are the same size as the cln3∆ mutant (Table 2), whereas 
bck2∆ whi5∆ and cln3∆ whi5∆ strains are wild-type size (Costanzo 
et al., 2004; de Bruin et al., 2004). Together these observations sup-
port the proposal of partial functional redundancy between Cln3 
and Bck2 but additionally suggest that Bck2 can fully compensate 
for the loss of Cln3 only when Whi5 is absent.

Swi4 as a non-SBF transcription factor and the inhibitory 
roles of Whi5
In the absence of Swi6, the presence or absence of Cln3 has no ef-
fect on cell size because, at physiological levels, Whi5 is unable to 
bind to and inhibit Swi4 (the only active transcription factor for Start 
in swi6∆ cells; Nasmyth and Dirick, 1991; Wijnen et al., 2002). Our 
assumption that Swi4 can act alone, in the absence of Swi6, is con-
sistent with the synthetic lethality of the swi4∆ swi6∆ double mutant 
(Nasmyth and Dirick, 1991; Koch et al., 1993). Bck2 is likely involved 
in Swi4 activity, as it can bind Swi4, and bck2∆ swi6∆ cells are dead 
(Wijnen and Futcher, 1999; Breitkreutz et al., 2010). Moreover, Whi5 
seems to be unable to bind to Swi4 without Swi6 (Costanzo et al., 
2004). These aspects of the model are also supported by the obser-
vations that mbp1∆ swi6∆ (not in this study; Koch et al., 1993; Fer-
rezuelo et al., 2009), cln3∆ swi6∆, cln3∆ mbp1∆ swi6∆, swi6∆ whi5∆, 

FIGURE 8:  Steady-state cell sizes and morphologies of cln3∆ and swi6∆ mutant strains overexpressing WHI5. Cultures 
were grown in SD-His to an OD600 of ∼1.5 and reinoculated into SD-His, Sraff-His, and Sgal-His (each sugar at 2%) at a 
1:1000 ratio for SD-Ura or a 1:100 ratio for Raff and Gal cultures. These cultures were shaken overnight for 16 h at 30°C 
to obtain an OD600 of 0.5-1.0. Cell size measurements were performed on a cell counter, and DIC images of the cultures 
were captured as described in Materials and Methods. Strain genotypes are indicated to the left, and the sugar used is 
indicated at the top of each column. Charts show the cell size distributions of the cultures. Black lines, cell volume 
distribution in glucose; red lines, cell volume distribution in raffinose; green lines, cell volume distribution in galactose. 
The mean cell size of each culture is indicated on each chart with the same color scheme as the lines and column 
headings for the DIC images. Note that the maximum on the x-axis is 500 fl. The GAL1 promoter is abbreviated as 
GAL1pr. Scale bar, 20 μm.
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are larger than normal when they enter M phase (cln1∆ cln2∆ cells 
are 2.3-fold larger than wild-type cells in the model and 2.7-fold 
larger than wild type in our observations). Because the rate of Clb2 
synthesis is proportional to cell size in our Start models, Clb2 abun-
dance is much higher than normal in cln1∆ cln2∆ cells at the time of 
mitosis. If one also removes Cdh1, which catalyzes Clb2 ubiquitina-
tion and degradation, Clb2 is too abundant for its stoichiometric 
inhibitor Sic1 to nullify Clb-CDK activity. The inability to clear Clb2 
from cells locks the simulated triple mutant in telophase. This prob-
lem is directly related to the proportionality of Clb2 concentration to 
cell size in the model, and it was also a problem with START-2004 
(Cross et  al., 2002; Chen et  al., 2004). For the same reason, 
START-2013 has a problem with the cdh1∆ GAL1pr-CLN2 strain. In 
this case, overexpression of CLN2 and the lack of Cdh1 to inhibit 
Clb5,6-CDK permit premature positive feedback to SBF and MBF 
and premature phosphorylation and degradation of Sic1 by Clb5,6–
CDK. These cells pass Start and enter mitosis at very small size. 
Because the concentration of Clb2 is very small in model simula-
tions, cells exit mitosis quickly at an unrealistically small cell size 
(10% of normal size; Table 2). However, as mentioned, CLN2 over-
expression in the cdh1∆ mutant has the opposite effect on cell size 
(Table 3 and Figure 4).

Nucleocytoplasmic transport
Although the double-mutant strains swi4∆ msn5∆ and swi6∆ msn5∆ 
are reported to be inviable, the START-2013 model predicts viability. 
We reconstructed these strains, with total gene deletions, and found 
that they are indeed viable (Table 2). Nuclear export of both Whi5 

observed in binding studies (Costanzo et al., 2004; de Bruin et al., 
2004). Moreover, long-term WHI5 overexpression increased cell size 
only in swi6∆ mutants that also lacked Cln3 (Table 3, Supplemental 
Table S2, and Figure 8). START-2013 assumes that Whi5 does not 
bind to Swi4 alone and that GAL1pr-WHI5 gives 10-fold the normal 
concentration of Whi5. In our experiments, the actual induced con-
centration of Whi5 is probably higher, since native GAL1pr shows up 
to a 1000-fold induction in 2% galactose compared with glucose-
repressed conditions (Adams, 1972). If Whi5 has even a very small 
rate of association with Swi4 alone, the combination of massive 
overexpression and lack of phosphorylation by Cln3 could permit 
Whi5 to bind to Swi4.

Positive feedback in Start

We generated some mutant strains specifically to test START-2013’s 
representation of the Cln1,2–CDK positive feedback loop. 
START-2013 predicts that cln1∆ cln2∆ mbp1∆ cells are dead be-
cause, in the model, SBF is nearly solely responsible for transcribing 
CLN1 and CLN2, whereas MBF is nearly solely responsible for tran-
scribing CLB5 and CLB6. Therefore the cln1∆ cln2∆ mbp1∆ strain 
should be equivalent to swi4∆ mbp1∆ and cln1∆ cln2∆ clb5∆ clb6∆ 
strains, which are both inviable. In reality, cln1∆ cln2∆ mbp1∆ cells 
are viable and only marginally larger than cln1∆ cln2∆ cells (Table 2). 
We discuss the reason for this failure of the model in the Discussion.

Mitotic exit (Finish)
START-2013 predicts that cln1∆ cln2∆ cdh1∆ cells arrest in telo-
phase, but in fact the cells are viable. In the model, cln1∆ cln2∆ cells 

FIGURE 9:  Steady-state DNA content of cln3∆ and swi6∆ mutant strains overexpressing WHI5. The DNA content of the 
strains shown in Figure 8 was determined by flow cytometry, as described in Materials and Methods. Each strain is 
shown in a column with the cells grown in glucose at top (black), cells grown in raffinose in the middle (red), and cells 
grown in galactose at the bottom (green). The percentages of cells containing 1N or 2N DNA content are indicated next 
to each peak. Percentages do not add to 100% because of measured events outside of the peaks but within the gated 
measurements. The GAL1 promoter is abbreviated as GAL1pr.
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and Swi6 is mediated by Msn5 (Queralt and Igual, 2003; Taberner 
et  al., 2009). Nucleocytoplasmic shuttling of Swi6, regardless of 
Msn5, was shown to be important for full SBF activity (Queralt and 
Igual, 2003). Although Whi5 is exported from the nucleus in re-
sponse to its phosphorylation by Cln-CDK, it is not clear how impor-
tant its export is for inactivation, as certain phosphomutants of Whi5 
inhibit its export without affecting the Start transition (Wagner et al., 
2009). In START-2013’s simulation of the swi4∆ msn5∆ strain, the 
reduction in Swi6 activity (due to the loss of export) is small and 
does not recapitulate a lethal swi4∆ swi6∆ phenotype. This strain is 
simulated to be slightly larger than the swi4∆ single mutant, and it is 
(Table 2). Meanwhile, the swi6∆ msn5∆ strain has no Swi6 for Whi5 
to bind, and the lack of Msn5 is moot. Therefore our simulations 
show this strain to be the same size as the swi6∆ single mutant, and 
it is (Table 2).

The original article showing inviability of these mutant strains did 
not use complete deletions of MSN5 but instead used disruption 
alleles in which the HIS3 auxotrophic marker was inserted in the 
MSN5 locus (Alepuz et al., 1999). Two such alleles were used in the 
Swi6 study, with one retaining up to 689 base pairs of the open 
reading frame (ORF) and the other up to 237 base pairs of the ORF 
(Queralt and Igual, 2003). The remaining N-terminal region of Msn5 
is known to bind to Ran-GTP, the common regulator of most nucleo-
cytoplasmic protein transport (Alepuz et al., 1999). These small frag-
ments of Msn5 are not functional, but they could be expressed and 
poison the nuclear transport of other proteins by sequestering sig-
nificant pools of Ran-GTP, which are needed for other nuclear trans-
port processes. This could explain the observed synthetic lethality of 
swi4∆ and swi6∆ with disruption alleles of MSN5.

DISCUSSION
The molecular reaction networks that underlie almost all aspects of 
cell physiology have been painstakingly reconstructed over many 
decades by the careful experimental work of molecular geneticists, 
biochemists, and cell biologists. When these results are collected 
into a comprehensive picture of any particular control mechanism, 
we are confronted by an extremely complex network of interacting 
genes and proteins, a network so complex that biochemical intu-
ition alone often fails to provide a comprehensive and reliable un-
derstanding of the dynamical implications of the reaction mecha-
nism. To aid our understanding of these networks, systems biologists 
have turned to mathematical models based on nonlinear ODEs de-
scribing the rates of change of every biochemical component of the 
network. Numerical simulations of these equations determine pre-
cisely the consequences of the reaction network, given a “basal set” 
of kinetic rate constants describing every reaction in the underlying 
mechanism. These rate constants, of course, have to be estimated 
from relevant experimental data. Hence we can think of a “model” 
as a reaction mechanism plus a set of ODEs (describing the kinetics 
of the reaction mechanism) plus a basal set of parameter values (rate 
constants) plus a set of experimental constraints (used to estimate 
the parameter values in the ODEs). Once properly constrained and 
tested (a necessary first step), the model can be used to make pre-
dictions that can be tested experimentally. In the current state of the 
art, the reliability of model predictions is uncertain. Regardless of 
whether the model makes reliable predictions or not, we always 
stand to learn something from novel experimental tests. To the ex-
tent that tests confirm the model, we gain some confidence that we 
may indeed understand something about the true nature of the un-
derlying molecular mechanism. Where the model’s predictions are 
at odds with experimental observations, we are directed to places 
where our understanding is defective. In some cases, it is simply a 

matter of faulty estimation of parameter values and easily corrected. 
In other cases, we may see that our assumptions about the reaction 
mechanism are at fault and may be able to correct the mistake to 
incorporate the new information without compromising the model’s 
success in accounting for the original experimental constraints. Fi-
nally, it may be that the experimental results are incorrect or misin-
terpreted, which can be addressed by looking more closely at the 
data that conflict with the model.

In this article, we have attempted to carry out this cycle of “de-
sign-simulate-test-reconsider” on a model of the budding yeast cell 
cycle. The model itself is not the subject of this article but rather the 
experimental testing procedure and subsequent refinements. The 
model, which we call START-2013 (Figure 1), is a “working” model 
(unpublished but freely available on our website). START-2013 has 
been under development for years as we have tried to understand 
new experimental evidence appearing regularly in the literature and 
to design new mutant yeast strains that might be especially relevant 
to our understanding of the control mechanism. In the work re-
ported here, we constructed and characterized 45 mutant strains of 
budding yeast (15 entirely new strains not previously described in 
the literature). In the Results section, we described these mutant 
phenotypes in detail and what they teach us about the cell cycle 
control system in budding yeast. In this Discussion, we focus on 
discrepancies between the model and the new data and how these 
problems might be resolved in the next version of the START model.

Problems with START-2013 and their solutions
To test START-2013, we determined the cell size distributions of 45 
mutant strains, 15 of which were newly generated by us and not 
previously described in the literature. A further eight strains were 
previously described only as “viable” or “viable and smaller/larger 
than wild-type,” without quantitative measurements of cell size. The 
START-2013 model correctly predicted the cell size/viability of 27 of 
the 45 strains, including four of 15 new mutants.

From these results, it is clear that START-2013 requires some 
adjustments. For example, START-2013 underestimates the sizes 
of all bck2∆ mutants, suggesting that its basal parameter set un-
derestimates the strength of Bck2. Contrary to our evidence, the 
model predicts that the cln3∆ mbp1∆ strain is inviable (G1 arrest) 
because Bck2 activation of SBF (the mutant has no MBF) is too 
weak to support Start in the presence of Whi5. Removing Whi5 or 
overexpressing Bck2 (cln3∆ mbp1∆ whi5∆ or cln3∆ mbp1∆ 
GAL1pr-BCK2) is predicted to rescue this lethality. By adjusting pa-
rameters so that SBF activation by Bck2 is more efficient, the mod-
el’s predictions can be brought in line with our observations of 
bck2∆ strains, cln3∆ mbp1∆ strains, and bck2∆ mbp1∆ strains 
(eight strains altogether).

Furthermore, START-2013 predicts lethality of the cln1∆ cln2∆ 
mbp1∆ strain. Because the model has no activation of CLB5,6 tran-
scription by SBF or of CLN1,2 transcription by MBF, the cln1∆ cln2∆ 
mbp1∆ strain is functionally equivalent to the lethal swi4∆ mbp1∆ 
double mutant (Koch et al., 1993). The promoter-binding specifici-
ties of SBF and MBF for CLN1,2 and CLB5,6, respectively (along 
with other genes) have been well documented (Moll et al., 1992; 
Koch et al., 1993; Iyer et al., 2001; Harris et al., 2013). However, 
these promoter-binding analyses were not performed in swi4∆ or 
mbp1∆ mutant strains. In fact, there is considerable transcriptional 
redundancy shown by SBF in the absence of MBF and vice versa 
(Koch et al., 1993; Iyer et al., 2001; Bean et al., 2005). By allowing for 
redundant (but less efficient) transcription of CLB5,6 by SBF and 
CLN1,2 by MBF, the cln1∆ cln2∆ mbp1∆ strain (in simulations) can 
express enough Clb5,6-CDK to promote Start and budding. The 
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URA3MX (URA3 flanked by TEF1 promoter and terminator) to facili-
tate selection of diploids from mating reactions to MATa orf∆::kanMX 
deletion strains (Goldstein and McCusker, 1999). Except for the 
cln1∆ cln2∆ mutant (JPY1015), all double, triple, and quadruple mu-
tants were generated by standard genetic crosses followed by tet-
rad dissection and analysis (Burke et al., 2000). JPY1015 was gener-
ated by PCR cassette deletion (cln1∆::hphMX) in a MATa 
cln2∆::kanMX strain. Presence of the proper deletion alleles was 
confirmed by PCR of genomic DNA using primers for the wild-type 
and deletion alleles both before and after crosses were performed. 
Overexpression strains carried plasmids (Supplemental Table S4) in 
which BCK2, CLN2, WHI5, or WHI512A is expressed from the GAL1 
promoter (GAL1pr, abbreviated to GAL in tables and figures). The 
GAL1pr-BCK2 and GAL1pr-CLN2 plasmids were purchased from 
Open Biosystems. In these plasmids, the ORFs are cloned into 
BG1805 and have C-terminal hexahistidine-hemagglutinin-prA tags 
(Gelperin et al., 2005). GAL1pr-WHI5 and GAL1pr- WHI512A are in a 
pRS313-derived plasmid and were a gift from Mike Tyers (Université 
de Montréal, Montreal, Canada; Costanzo et  al., 2004). Plasmids 
were introduced into yeast by lithium acetate transformation (Gietz 
and Schiestl, 2007).

Cultures of mutant strains were grown at 30°C in rich medium 
(yeast extract/peptone/dextrose) for propagation. For propaga-
tion, overexpression strains were grown at 30°C in synthetic com-
plete medium (SC) with 2% glucose and lacking uracil (SD-Ura; 
GAL1pr-BCK2, GAL1pr-CLN2), histidine (SD-His; GALpr-WHI5, 
GAL1pr- WHI512A), or leucine (SD-Leu; GAL1pr-WHI5-FLAG). In 
preparation for experiments, mutant strains were grown overnight 
in SD medium and overexpression strains were grown in the ap-
propriate synthetic medium with 2% raffinose instead of glucose. 
Overnight cultures were diluted to an OD600 of ∼0.1 and allowed to 
grow for two generations before loading onto a CellASIC microflu-
idics plate (EMD Millipore, Billerica, MA) along with appropriate 
prewarmed medium (well 1, SC + 2% glucose or raffinose; well 2, 
SC + 2% raffinose/2% galactose). Changes of medium were pro-
grammed in software as described (Ball et al., 2014).

For growth assays performed on plates, cultures were grown in 
the appropriate liquid synthetic medium with 2% glucose to an OD600 
∼ 1. These cells were centrifuged, washed once in sterile water, and 
resuspended in water. We then made one-fourth serial dilutions in 
water, starting with a dilution of 1.024 × 103 cells/ml. We spotted 10 μl 
of each dilution in rows on the plates. After the spots had dried, 
plates were incubated at 30°C. Growth rates on the different sugars 
varied significantly, so plates were scanned when the largest isolated 
colonies on each plate were ∼ 1 mm in diameter or after 5 d.

Cell cycle analysis
For determination of the steady-state phenotypes of overexpres-
sion strains, we grew cells overnight at 24°C in 2% glucose-contain-
ing selective defined media (SD-Ura or SD-His; overexpression 
strains) or in SD complete (deletion strains). We then reinoculated 
into fresh SD media or the appropriate Sraff or Sgal medium for 
growth at 30°C for 16 h and removed aliquots to be processed for 
cell size measurements, flow cytometry analysis of DNA content, 
and bud morphology analysis (budding index).

Cell size measurements.  Cell sizes were measured on a Moxi Flow 
(Orflo) cell counter using MF-S cassettes. This system uses the 
Coulter principle to determine particle size by electrical impedance. 
Cell size distributions were analyzed after importing the Moxi Flow 
files into Vestigo2D 1.0 (Orflo Technologies, Ketchum, KY), which 
runs on the Igor 6.36 platform (Wavemetrics, Portland, OR).

effects of SBF and MBF with respect to CLN1,2 and CLB5,6 might 
be better modeled by competition between SBF and MBF for each 
other’s targets, but the revised version of START-2013 seems to 
account adequately for their differential effects.

We intend to fully describe and document the revised version 
of START-2013 (called START-2015 in Tables 1–3) in a subsequent 
publication.

Problems with exit from mitosis (Finish)
Cdh1 plays a significant role in regulating the abundances of Clb 
proteins, and START-2013 fails to properly simulate some cdh1∆ 
mutants. In the case of the cln1∆ cln2∆ cdh1∆ strain, cells enter mi-
tosis at an enlarged size due a delayed G1–S transition resulting 
from defective positive feedback to SBF in the absence of Cln1,2. 
Because Clb2 synthesis is directly proportional to cell mass in the 
model, these cells produce excessive amounts of Clb2 and are un-
able to efficiently remove Clb2 activity when it is time to exit from 
mitosis because Cdh1 is absent and Sic1 is kept inactive by high 
Clb2 activity. Hence the cells are predicted to arrest in telophase 
with high Clb2 activity, but, as a matter of fact, cln1∆ cln2∆ cdh1∆ 
cells are viable (Cross et al., 2002; Table 2). Of the six Finish mutants 
that are not correctly simulated by START-2013, four have problems 
exiting mitosis because Clb2-CDK activity reaches levels that are 
too large to overcome.

We have developed a more detailed model of exit from mitosis, 
which simulates cdh1∆ mutants correctly, largely because of an up-
per limit imposed on the rate of Clb2 synthesis as cells get larger 
and because of more realistic mechanisms controlling the spindle 
position checkpoint and the mitotic exit network (Kraikivski et al., 
2016).

Conclusion
Because the interactions of genes and proteins in biological control 
systems are complex, mathematical models are often used to as-
sist—and occasionally challenge—our understanding of such sys-
tems. By experimentally testing our mathematical model of the 
Start transition in budding yeast, we were able to fill in gaps in the 
existing data and refine the parameter values and assumptions of 
the model. In addition, we confirmed some predictions of the model 
that disagreed with published results because these results were 
incorrectly interpreted. This study demonstrates the advantages of 
the design-simulate-test-design cycle, which has recently been ad-
opted by synthetic and systems biologists (Cheng and Lu, 2012). 
The yeast cell cycle has been a classic proving ground for this ap-
proach since the START-2000 model (Chen et al., 2000). A deeper 
understanding of the Start transition in budding yeast is of particular 
significance to human health because the Start transition bears 
many striking similarities to the mammalian restriction point, particu-
larly with regard to network architecture (Johnson and Skotheim, 
2013). Many of the principles derived from studying cell cycle con-
trol in yeast are applicable to human cell cycle control and diseases 
such as cancer.

MATERIALS AND METHODS
Strains and growth conditions
The S. cerevisiae strains studied here are all BY4741/2 derivatives 
(Supplemental Table S3). Single mutants were obtained from Open 
Biosystems (GE Dharmacon, Lafayette, CO) or generated by PCR 
cassette deletion (Longtine et al., 1998). These strains contain com-
plete deletions of ORFs replaced with the kanMX dominant antibi-
otic (G418) selection cassette. The marker cassette of MATα strains 
was switched to nat1 (nourseothricin), hph (hygromycin B), or 



3982  |  N. R. Adames et al.	 Molecular Biology of the Cell

matically calculated using measurements of the short (w) and long (l) 
axes of the cells, assuming ellipsoid cells (V = 4/3 × πlw2).

Statistical analysis
To test for statistically significant differences between the sizes of mu-
tant and wild-type cells, we need a statistical test that judges size dif-
ferences between biological replicates of the same strain to be statis-
tically insignificant. Owing to the large number of cells we measured, 
significance-level tests, such as the two-sample Kolmogorov–Smirnov 
test or the Student’s t test, are not useful because they generate very 
small p values (p < 10−4) between the mean sizes of biological repli-
cates of the same strain. Even though the p values for comparisons 
between mean sizes of wild-type and mutant cells are even smaller 
(p < 10−6), the significance of these differences is hard to judge. For 
our purposes, we find that Cohen’s d effect-size statistic is more useful 
to determine the extent of mean cell size differences between strains 
(Cohen, 1988). To obtain population means and standard deviations, 
we log-transformed the cell size data for each biological replicate and 
for pooled replicates to obtain normal or near-normal distributions 
(Supplemental Figures S4 and S5). Using the log-normalized data, we 
calculated Cohen’s d according to the formula
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By convention, effect sizes are considered small for d ≤ 0.2, me-
dium for 0.2 < d < 0.8, and large for d ≥ 0.8 (Cohen, 1988). This 
convention is appropriate for our data because when we compared 
biological replicates of the same strain, d ≤ 0.2 in 90% of pairings 
and d ≤ 0.4 for all pairings of biological replicates of the same strain.

Model development and parameterization
Our website (tysonlab.biol.vt.edu/research/start_transition) provides 
full details of START-2013, including 1) the complete reaction mech-
anisms, 2) the full set of ∼100 ODEs and algebraic equations, 3) the 
set of ∼200 basal parameter values (kinetic rate constants describing 
wild-type cells), 4) the rules for simulating each type of mutation 
(deletion and overexpression strains, nonphosphorylatable proteins, 
nondegradable proteins, etc.), 5) simulations of all 228 mutant 
strains in the set of experimental constraints on the model, and 
6) simulations of the 15 novel mutant strains considered in this study.

The ODEs were derived from the reaction mechanism by stan-
dard principles of biochemical kinetics, as practiced in START-2000 
(Chen et al., 2000) and START-2004 (Chen et al., 2004). The basal 
parameter values were determined by manually fitting ODE simula-
tions to the observed phenotypes of the 228 mutant strains in the 
constraint set. Manual fitting is difficult, to be sure, but not impos-
sible, because START-2013 inherits many reactions (and rate con-
stants) from START-2004, which inherited them from earlier models 
in the sequence. In years of trying, we have not found automatic 
parameter estimation tools that work reliably on complex reaction 
mechanisms with hundreds of undetermined parameters. We do 
not claim that the basal parameter set is optimal or unique, only that 
it is successful in accounting for the phenotypic characteristics of 
214 of the 228 mutant strains in the constraining data set. Any of the 
14 strains not correctly simulated by the model could be accounted 
for, but not without introducing other, more serious discrepancies 
between the model and the constraining data set.

DNA content measurements.  Samples for flow cytometry analysis 
of DNA content were sonicated, pelleted, resuspended in 1 ml of 
RNase A (Sigma-Aldrich, St. Louis, MO) solution (50 mM Tris-Cl, 
pH 8.0, 15 mM NaCl, 2 mg/mL RNase A), and incubated at 37°C for 
4 h (Haase and Reed, 2002). After incubation, proteinase K (New 
England Biolabs, Ipswich, MA) was added directly to the solution to 
a final concentration of 200 μg/ml, and the tube was incubated at 
37°C for a further 1 h. Cells were then centrifuged, resuspended in 
50 mM Tris-Cl, pH 8.0, and stained for immediate fluorescence-
activated cell sorting (FACS) analysis or stored at 4°C. DNA staining 
was accomplished by adding 100 μl of cells to 1 ml of SYTOX Green 
(Invitrogen, Thermo Fisher Scientific, Waltham, MA) solution (1 μM 
SYTOX Green in 50 mM Tris-Cl, pH 8.0). The stained cells were 
briefly sonicated, and FACS analysis was performed on a BD LSR II 
(Becton Dickinson, Franklin Lakes, NJ) using the argon laser (488 nm) 
and fluorescein isothiocyanate filter (505-nm low-pass splitter and 
525/50-nm band-pass filter). Data were collected and analyzed with 
BD FACSDiva 7.0 and analyzed using the open-source software 
Flowing 2.5.1.

Imaging
All live-cell time-lapse images were collected on an Axio Observer 
Z.1 microscope (Carl Zeiss MicroImaging, Jena, Germany) equipped 
with a halogen lamp for bright-field imaging and a 120-W metal 
halide lamp (X-cite 120 PC; EXFO Photonic Solutions) for fluores-
cence excitation. The microscope and CellASIC Onix microfluidic 
platform in which the cells were growing was controlled by custom 
software, GenoSIGHT, developed in MATLAB, which relies on the 
API of the open-source microscopy control software, μManager 
(Edelstein et al., 2010; Ball et al., 2014). All time-lapse images were 
collected with a 63× Ph3 phase contrast objective (LCI Plan-Neo-
fluar 63×/1.3 Imm Corr Ph3; Carl Zeiss MicroImaging) and a Cool-
SNAP HQ2 camera (Photometrics, Tucson, AZ). QuickTime movies 
(see supplemental movies) were rendered in ImageJ, version 1.48c 
(National Institutes of Health, Bethesda, MD). DIC images were col-
lected on an Axioskop 2 Plus microscope (Carl Zeiss MicroImaging) 
equipped with a halogen lamp for bright-field imaging. All DIC im-
ages were collected with a 63× objective (Plan-Apochromat 63×/1.4 
Oil Ph3Carl Zeiss MicroImaging) and Retiga 1300C camera (Q-imag-
ing), using NIS-Elements 2.3.0 (Nikon).

Image processing and cell identification
Phase contrast images are segmented, as described (Ball et  al., 
2014), using custom software derived from Yeast Tree 1.6.3 (Bean 
et al., 2006). The application relies on the MATLAB Image Process-
ing toolbox. First, the function imfill is used to flood-fill local minima 
not connected to the image border, which fills in the center of 
groups of cells. Because each group of cells will have slightly differ-
ent levels to which the flood-fill will rise, we then search the image 
histogram for intensities greater than the calculated background, 
taken from the border pixels, and with a frequency greater than the 
minimum cell area, generally set to 200 pixels. To keep only large 
groups of connected pixels, an erosion (built-in function imerode) is 
performed, removing the outermost pixels of a region and eliminat-
ing small groups of pixels. The next step is to separate these groups 
into individual cells. This is done with another call to imerode to cut 
the small necks that appear between touching cells. Once the cells 
are cut, the remaining connected regions are labeled with a call to 
the built-in function bwlabel, which identifies the individual cells and 
assigns each with a unique label. To finish, the cells are returned to 
their original sizes with a dilation (built-in function imdilate), which 
adds pixels around the edges of each cell. Cell volumes are auto-
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