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ABSTRACT Naturally selected amino-acid sequences or experimentally derived ones are often the basis for understanding
how protein three-dimensional conformation and function are determined by primary structure. Such sequences for a protein
family comprise only a small fraction of all possible variants, however, representing the fitness landscape with limited scope.
Explicitly sampling and characterizing alternative, unexplored protein sequences would directly identify fundamental reasons
for sequence robustness (or variability), and we demonstrate that computational methods offer an efficient mechanism toward
this end, on a large scale. The dead-end elimination and A* search algorithms were used here to find all low-energy single
mutant variants, and corresponding structures of a G-protein heterotrimer, to measure changes in structural stability and binding
interactions to define a protein fitness landscape. We established consistency between these algorithms with known biophysical
and evolutionary trends for amino-acid substitutions, and could thus recapitulate known protein side-chain interactions and pre-
dict novel ones.
INTRODUCTION
Protein mutagenesis studies can disentangle how native in-
teractions in wild-type are functionally important, but incre-
menting the number of mutations for a variant results in a
combinatorial expansion of the possible protein sequence
space. Single mutant variants of a 350-amino-acid protein,
for instance, would yield 6650 sequences, while changes
as pairs or triplets would allow >2.4 � 107 and >5.7 �
1010 unique sequences, respectively. The sheer magnitude
of protein sequences raises many challenges for interpreting
the role of primary structure in dictating protein structure
and function, and although progress continues to be made
toward this understanding, it remains incomplete. Existing
methods offer a range of analytical results, varying in the
type and number of sequences that are evaluated (Fig. 1
a). Comparative sequence analysis methods can measure
sequence conservation, identify motifs, and evaluate evolu-
tionary relationships of known, sequenced proteins (1–7),
while primary structures that deviate away from biases of
natural evolution can be created via mutagenesis protocols.
As examples, alanine scanning replaces original amino-acid
side chains with alanine (8–10), and even larger protein li-
braries are possible via directed evolution experiments
(11–13), which can scale up to 1012 or more sequences for
sampling; both approaches require additional resources for
functional characterization. High sequence similarity by it-
self cannot guarantee that structural motifs or protein folds
are shared (14–16), and this can affect how results derived
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solely from sequence analysis should be interpreted.
In contrast, mutagenesis studies may be more costly than
comparative sequence analysis, but the protein expres-
sion and functional assays that accompany these methods
provide a more comprehensive understanding of the bio-
physical requirements that are essential to sequence-func-
tion relationships. High-throughput and deep-sequencing
methods for directed evolution have been improving
(17–19), and continue to elucidate the functional require-
ments of protein fitness. However, financial and temporal
costs may still impose some constraints, depending on prob-
lem size, which motivated our development of a resourceful
computational approach that can still provide high-resolu-
tion data for analysis. In particular, our protocol methodi-
cally simulates mutant variants for computing the protein
fitness requirements of a chosen protein system without se-
lection bias, offering additional perspective to how the ener-
getic landscape of sequence space is shaped.

The dead-end elimination and A* search algorithms
(DEE/A*) were adapted here for large-scale in silico muta-
genesis, and thus enabled us to explore protein sequences
that would be inaccessible otherwise (Fig. 1 b; see Fig. S1
in the Supporting Material). By assessing all low-energy se-
quences and their corresponding structures, we could decon-
volve the multiple contributions of wild-type amino acids to
protein fitness, defined here as structure stabilizing and
binding interactions. Our computational approach, demon-
strated here for a G-protein heterotrimer, is applicable to
any system. However, it requires a reliable structural tem-
plate to define the wild-type sequence. Enhanced sampling
of backbone conformations is also needed, to account for
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mailto:lorettaau@uchicago.edu
http://dx.doi.org/10.1016/j.bpj.2015.11.029
http://crossmark.crossref.org/dialog/?doi=10.1016/j.bpj.2015.11.029&domain=pdf
http://dx.doi.org/10.1016/j.bpj.2015.11.029
http://dx.doi.org/10.1016/j.bpj.2015.11.029
http://dx.doi.org/10.1016/j.bpj.2015.11.029
http://dx.doi.org/10.1016/j.bpj.2015.11.029


b

a

FIGURE 1 Systematic mutagenesis using computational protein design

algorithms. (a) The mutant sequence space for a protein with 350 amino

acids can become combinatorially large, and methods for exploring this

space are shown here. Data for input and analytical results are indicated

(arched arrows passing through the corresponding technique; note: circles

are not drawn to scale). (b) From a molecular dynamics simulation of a

given protein system, multiple snapshots are taken to create an ensemble

of representative backbone structures. Each position in the protein may

be substituted to any amino acid, and nearby side chains are flexible while

others remain fixed. Dead-end elimination will discard rotamers that are

incompatible with a low-energy structure for a given sequence, and the

A* search will evaluate the combination of rotamers at all flexible positions

that will yield the global minimum energy conformation (GMEC) and addi-

tional solutions below a designated energy cutoff (εcut), within the given

constraints. To see this figure in color, go online.
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slight variations in the protein microenvironment and mea-
sure the consistency of a mutational effect. This sampling
was established using multiple conformations from a molec-
ular dynamics simulation, but as an alternative, backbone
flexibility could be accounted for using methods that intro-
duce f- and j-angle perturbations to the backbone or by
including multiple crystal structures of the protein (20–24).
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We chose these algorithms because of their proven suc-
cess in redesigning proteins to improve existing function
or introduce novel ones (25–30). DEE evaluates amino acids
and side-chain configurations that are incompatible with a
low-energy protein conformation, based on the target pro-
tein structure, a rotamer library, and the energetic model
used (31). Consequently, the number of possible structures
is reduced; the lowest-energy protein conformation and
additional ones within a designated energetic cutoff can
then be identified from the remaining rotamers using the
A* search algorithm, a heuristic, best first search that esti-
mates the energetic cost of different rotamer combinations
(Fig. 1 b) (32,33). Unlike a stochastic algorithm, the deter-
ministic nature of DEE/A* guarantees the same solution
every time, although it could be prone to completing an
exhaustive search before doing so (34,35). A hierarchy of
energetic models with increasing accuracy can be used to
refine the solutions from DEE/A*: beginning with coarser
pairwise decomposable approximations, high-energy se-
quences can be discarded early so that more intensive im-
plicit or explicit solvent computations are performed on
fewer molecules, reducing computational expense (36).
MATERIALS AND METHODS

Molecular dynamics setup

An all-atommolecular dynamics simulationwas performed on thewild-type

G-protein heterotrimer Gia1b1g2 (PDB: 1GP2) (37,38). CHARMM and

NAMD were used for the simulation (39,40), with periodic boundary and

NPT ensemble conditions (P ¼ 1 atm, T ¼ 300 K) using PARAM22/27

parameters (41,42), the TIP3P model for solvation (43), and a 2-fs time

step. The structurewas prepared using theREDUCEprogram to define initial

protonation states (44), and hydrogen atom coordinates were determined us-

ing the HBUILDmodule in CHARMM (45). Randomly selected water mol-

ecules were replaced with sodium and chloride ions to establish a relevant

physiological ionic strength (145 mM), with a minimum 10 Å distance be-

tween solute and the box edge. The structure was minimized after 240 steps

and 200 ps of equilibration using Langevin dynamics in NAMD.A 12 Å cut-

off was used for short-range interactions, while long-range electrostatic in-

teractions were accounted for using the particle-mesh Ewald method.

Snapshots were saved at every time step to ensure correlation with the

same Boltzmann distribution throughout the simulation.
DEE/A* parameters

Forty wild-type conformations from the molecular dynamics trajectory

were selected for analysis: the first 5 ns, the last 5 ns, and six additional in-

tervals between them, each spanning 5 ns with a midpoint that was a mul-

tiple of 50 ns (Fig. S1). Side-chain orientations were defined using the

original Dunbrack-Karplus rotamer library, augmented before use by add-

ing 510� to each c1- and c2-angle for enhanced sampling (46).

We applied the generalized-Born implicit solvent model with switching

from CHARMM (47), after preliminary pruning using a distance-dependent

dielectric (ε ¼ 4r) (48). A flexible rotamer model was also used to discard

unfavorable orientations quickly, by averaging together rotamers with

similar c1- and c2-angles, reducing the size of the conformational space

searched by DEE/A* (49). Each position in the wild-type sequence was

mutated, and all sequences within 30 kcal/mol from the global minimum

energy conformation were kept and referenced to the corresponding
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wild-type energy. Wild-type side chains within 5 Å of any GDP atom were

included in the analysis of Ga-GDP interactions; not all side chains will

interact with this ligand throughout the simulation due to backbone fluctu-

ations, and free energy data were normalized accordingly.
Computing protein fitness of each mutant
sequence

Protein fitness was measured as a combination of structural stability and

binding interactions, either between Ga with GDP or Ga with the bg-het-

erodimer. Structural stability is defined here as the energetic difference be-

tween an amino-acid side chain in the context of a folded structure and the

reference state, in which the amino acid is isolated, then N-acetylated and

N-methylamidated at the N- and C-termini, respectively; binding is defined

energetically as the difference between the folded protein bound to its inter-

action partner and the same folded protein, unbound. A 500-Å rigid-body

translation was used to separate binding partners to compute unbound-state

energies. A Boltzmann-weighted average at an effective temperature of

4500 K was computed to represent the overall effect of each mutation

(see the Supporting Material). The use of a discrete rotamer library and

discretely sampled protein backbones leads to an exaggeration of unfavor-

able energies and the neglect of conformational entropy terms, which often

partially compensate enthalpic terms, can further overstate the energetics.

The use of an elevated effective temperature accounts for some of this exag-

geration, albeit in an ad hoc manner.

Energy minimization of each DEE/A* result was performed using a

Newton-Rhapson algorithm in CHARMM for 4000 steps each to identify

shortcomings in the rotamer library. Mutational free energy was computed

by decomposing amino acids into the amino-, carboxyl-, and variable side

chain (starting from Cb) groups, and the energetic difference was computed

against a hydrophobic isostere of the wild-type amino acid. Similarity

matrices were constructed using theoretical amino-acid probabilities found

in the wild-type Gia1b1g2, and counting the number of sequences that sur-

vive an energetically defined evolutionary pressure. Frequency of substitu-

tion from amino acid i to j, eij, was computed using these counts, and

compared to the expected frequency found in PAM120 and BLOSUM62

(see the Supporting Material).
Measuring amino-acid substitution rates

Entries in any PAM or BLOSUM matrix is a score, on a half-bit scale, that

indicates the probability of observing substitutions to wild-type amino acid

i with amino-acid j, Sij. In a given set of protein sequences or within an

aligned region of sequences (depending on the type of substitution matrix

computed), the observed frequency of finding i substituted by j, eij, is

compared to a corresponding theoretical probability that the amino-acid ex-

change may happen, pi, pj (where pi and pj are the natural, independent fre-

quencies of occurrence for amino acids i and j, respectively) and thus

Sij ¼ 2 log2ðeij=pipjÞ. For comparison against these evolution-based obser-

vations, we defined eij as the number of DEE/A* sequences that simulta-

neously satisfied the 1.5 kcal/mol cutoff for structural stability and

binding interactions after mutation of amino acid i into j (sequences that

survived DEE/A* fitness pressures). Algebraically, scores from PAM and

BLOSUM matrices can be converted to eij for comparison, because

eij ¼ pipj2
ðSij=2Þ; the values for Sij were provided by PAM120, BLOSUM62,

or a randomly generated matrix, and wild-type amino-acid distributions of

the entire heterotrimer were used to define pi and pj accordingly (see the

Supporting Material).
Statistical analysis for predictions

The Mann-Whitney-Wilcoxon statistical test was implemented using the

exactRankTests library from the R statistical package. Neutral mutations
were defined as changes from wild-type within a �1.5 and 1.5 kcal/mol

range, and thus these values were set to zero before this analysis. An exact

test was chosen to account for ties, and the null hypothesis (a zero vector,

indicating no changes due to substitution) was compared to the empirical

data collected for each position, a 20-dimensional vector representing the

20 possible amino acids underlying the cumulative distribution function

(see the Supporting Material). A low p-value in these calculations suggests

strong evidence that the position is mutationally sensitive for the aspect of

fitness evaluated. Side-chain positions with known binding interactions

were separated from all others to measure the true-positive rate of DEE/

A*, based on a cutoff value, p¼ 0.05; this cutoff was also used as the prem-

ise for identifying additional side chains involved in binding interactions.
Computational resources

All DEE/A* mutations for an individual mutation were performed on a

single 3.4 GHz Intel Pentium IV Xeon processor; most positions required

~4–5 h of computing time. There are 685 mutable positions in 1GP2, and

using a cluster with 235 processing nodes, an average of 48 h was required

to perform mutagenesis at all positions. Mutation free energy calculations

required ~30 min of computing time on the same cluster.
RESULTS

Heterotrimeric G-proteins are ubiquitous in eukaryotic cell-
signaling pathways, and we have chosen this as a model sys-
tem for our approach, with Gia1b1g2 (PDB: 1GP2) as our
wild-type reference (37,50,51). This family of proteins has
been shown to have unique patterns in interaction specificity
between subunits that enable complex formation and biolog-
ical function (52–55). As determinants of broad-spectrum
biological function, we have focused on 1) the structural sta-
bility of the complete protein complex, 2) the binding inter-
actions between the bg-heterodimer and Ga, and 3) the
binding of Ga to GDP (see Materials and Methods).
Complete mutagenesis profiles calculated from
using DEE/A*

Many mutations have a neutral effect on the protein (Figs.
S2–S4; Tables S1–S3), but there is a tendency for mutations
to be less favorable than wild-type. Approximately two-
thirds of the sequences explored by DEE/A* are destabiliz-
ing to the wild-type structure, and greater energetic variance
is seen in these sequences than those measured for changes
in binding interactions (Fig. 2). This is due to both having
fewer amino acids involved in binding (compared to stabili-
zation), and having a broad range of microenvironments,
from hydrophobic to highly solvent-exposed, available in
the folded protein. A complete sequence profile for every
position was established for our model system, identifying
specific regions of unfavorable amino-acid substitution
and highlighting those that are less sensitive to mutation
(Figs. S5–S8, S10, and S11). Positions with several allow-
able and favorable substitutions usually have fewer geomet-
ric or electrostatic constraints; when very diverse functional
groups cannot be accommodated at a position, it suggests
Biophysical Journal 110(1) 75–84
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FIGURE 2 Protein fitness landscape for mutant sequences. Sequences

are mapped according to energy relative to the wild-type sequence for struc-

tural stability (DDGfold) and binding interactions (DDGbind) in (a), and the

relative proportions in each quadrant of this landscape are shown as per-

centages. The distribution of mutant sequences according to each aspect

of protein fitness is shown in the bottom row. (b) For stability, there is a

heavy tail in the distribution of DDGfold, which indicates that most mutants

are less stable than wild-type. (c) As for binding interactions, the value of

DDGbind is often ~0 kcal/mol (shown in black, y axis on left), but a closer

look at this histogram reveals that the distribution is skewed (shown in gray,

y axis on right), with more sequences having a positive DDGbind value.
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that unique side-chain interactions exist in the region and
are required to maintain protein fitness.
Conformational space adequately modeled with
rotamer library and protein structures

The movement of protein side chains is most accurately
simulated using small c-angle perturbations, but amino-
acid orientations have been examined and statistically
determined to favor specific combinations of c-angles, es-
tablishing the basis for rotamer libraries (56,57). Without
this discretization, DEE/A* simply cannot work—the algo-
rithm evaluates unique combinations of side-chain place-
ment on a given backbone structure, and rotamer libraries
provide clear definitions of these possibilities in a limited
number. As an alternative, energy minimization algorithms
can be used to find favorable side-chain orientations that
may be unlisted in such libraries, and can work well when
the number of structures needed for analysis is not over-
whelming. A comparison was made between all DEE/A* se-
quences sharing the same backbone orientation and their
corresponding minimized structures (each starting as a
DEE/A* solution) to assess the influence of a discretized ro-
Biophysical Journal 110(1) 75–84
tamer space; a positive linear correlation was found between
them (Fig. S15), suggesting energetic similarity despite
slight differences in side-chain positioning. Approximately
60% of the data is found to be energetically unfavorable us-
ing DEE/A* and remains unfavorable after applying energy
minimization, while roughly 20% of the data is favorable in
both calculations. As the reference structure is derived from
the wild-type sequence, a bias is found (and expected) to-
ward mutant structures becoming more energetically favor-
able from using the minimization algorithm. However, as
both wild-type and mutant sequences were minimized, rela-
tive energies from DEE/A* could be better than those from
minimization (Fig. S15). Large discrepancies between the
two methods of calculation (>20 kcal/mol) tended to
involve substitutions to charged side chains or involve geo-
metric constraints: in one particular b-sheet (GbAsp247,
GbThr249, and GbArg251), nonaliphatic amino acids were
disfavored to preserve directionality, hydrogen-bond inter-
actions, and the size of (i, iþ 2) side chains (58), suggesting
that finer sampling could be beneficial in specific side-chain
packing contexts (Fig. S17). Even so, ~80% of the se-
quences were within 55 kcal/mol of the alternative energy
calculation, indicating a satisfactory evaluation of most
sequences using DEE/A* without additional energy minimi-
zation (Fig. S16). The wild-type protein structures used
were representative of major changes or fluctuations that
the complete heterotrimer may undergo during simulation.
The energetic variance of each mutant sequence was
measured as the number of states in the structural ensemble
increased (Fig. S12), and consistency in free energy was es-
tablished first for sequences from densely packed, hydro-
phobic regions of the protein. Structural constraints within
these regions were further reflected in the number of unsuit-
able mutations at these positions (Figs. S13 and S14; Table
S4). In contrast, a greater number of backbone conforma-
tions was necessary to capture structural features of loops
and other flexible regions of the heterotrimer, due to greater
degrees of freedom.
Amino-acid functional roles can be disentangled

Energetic profiles were created separately for stability and
binding interactions using the free energy of all mutant se-
quences (see Materials and Methods). By measuring these
two aspects of fitness independently, functional trade-offs
in the protein could be identified, as demonstrated by the
GDP-binding pocket of Ga (Fig. 3). If either requirement
for stability or binding was not satisfied, the overall fitness
of the protein was worse than wild-type—the maximum en-
ergy of either stability or binding, max(DDGfold, DDGbind),
could distinguish this for a given mutant. Asp150, for
example, could be easily replaced by most amino acids
and remain functional, because the native orientation points
the carboxyl group away from GDP, despite being near a
guanine nitrogen (Fig. 3 a). Nearly all substitutions could
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FIGURE 3 Ga interactions with GDP. Side chains within 5 Å of GDP can

have functional trade-offs as substitutions are made to wild-type. Energy

referenced to wild-type is shown for each mutant. A black box for a

sequence indicates that the corresponding structure had steric clashes,

and was thus not found by DEE/A*. Black boxes with a large X highlight

the wild-type amino acid. (a) Evaluating max(hDDGfoldi, hDDGbindi)
reveals difficulty in simultaneously satisfying both fitness criteria. (b)

Average stability, hDDGfoldi, and (c) average binding interactions,

hDDGbindi, for Ga-GDP indicate varying degrees of mutational sensitivity

at different positions. (d) Mutations often alter the proximity of important

interactions, as seen in K46, in which hydrogen bonds are lost in K46N.

To see this figure in color, go online.
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improve protein stabilization for Ala41, Lys46, Lys270, and
Lys180 in Ga, but the same mutations were poor candidates
for binding GDP (Fig. 3 b). Similarly, side-chain substitu-
tions in the same subunit could improve binding interactions
relative to wild-type at positions Ile49, Asp200, and Asn149,
but doing so would generally destabilize the a-subunit
(Fig. 3 c). Bulkier, aromatic amino acids did not fit well
in this region, and charged side chains were also poor can-
didates because of their electrostatic requirements. These
general trends were exhibited throughout the heterotrimer,
and functional trade-offs were only a concern for the small
number of positions present at the protein-binding interface
or involved in protein-ligand interactions (Figs. S7 and S8).
Most positions were sensitive to substitution, and this is ex-
pected for a highly evolved protein family. Ga positions at
the amino terminus or in switch II (residues 202–209)
have the greatest energetic variation after mutation than
other positions in the subunit, and these regions were known
to interact with the b-subunit when inactive (50,59,60).
Gb, an example of a WD40 b-propeller protein, has posi-
tions at the binding interface that also show a similar trend,
and where stability is lost after mutation is consistent with
our expectations of the WD40 protein family (Fig. S9)
(50,61).
Mutant structures from DEE/A* provide practical
computational models

Alternative methods for studying wild-type contributions to
protein stability, some of which require significantly fewer
computational resources than DEE/A*, do exist. Amino
acids may be decomposed according to functional groups,
for instance, so that the energy required to convert a side
chain into its hydrophobic isostere can be measured, and
this mutational free energy elucidates any underlying elec-
trostatic interactions (62–66). Such calculations can be
completed in ~30 min for a single heterotrimer, while
DEE/A* would require ~48 h for the same system using
the same computing cluster. The expense of using
DEE/A* is well compensated for, however—all 20 amino-
acid choices are evaluated when finding low-energy se-
quences and simultaneously modeling tertiary structures.
Having up to 19 mutant variants thus provides multiple
frames of reference for assessing how tolerant a wild-type
side chain can be to different kinds of mutation. The
outcomes also include visual examples of less intuitive sub-
stitutions and energetic data that can help rank mutational
effects or quantify the mutational robustness of wild-type.
Energetic comparisons made with hydrophobic isosteres
has its advantages in efficiency, but relies on an artificial
construction that is not found in biology; DEE/A*
offers practical models in its representations of actual amino
acids.

To illustrate the compatibility between these two kinds of
calculations, and their differences, the mutational free en-
ergy of all positions involved in Ga-GDP interactions
were compared to the sequences from DEE/A* (Fig. 4).
Each aspect of fitness was treated independently for assess-
ment; the number of stable states found (defined by ener-
getic cutoff) and the mutant sequence energies distributed
were compared to mutational free energies computed using
hydrophobic isosteres; positions could be separated easily
according to mutational robustness in this way. Lys46 had
negative mutational free energy, an indication that important
interactions were made by this side chain to bind GDP, but
from DEE/A*, we could understand that only wild-type
would ever make these contributions—no other substitu-
tions are allowed here. Conversely, we found that electro-
static contributions of Glu43 were also important in the
wild-type, but all mutations were allowed and tended to
Biophysical Journal 110(1) 75–84



FIGURE 4 Energetic contributions of amino acids. Electrostatic calcula-

tions were performed for Ga amino acids that interact with GDP. Box-and-

whisker plots represent the energetic distribution of all mutant sequences

from DEE/A* at the specified position, and are overlaid onto mutational

free energy data for (a) structural stability and (b) binding interactions.

Arbitrary units (a.u.) were used for the y axes on the left at a scales: (i)

6 kcal/mol for stability mutation free energy, (ii) 1.6 kcal/mol for binding

mutation free energy, and (iii) 16 kcal/mol for DEE/A* results in both con-

texts; the respective energetic ranges are thus (i) [�30,30] kcal/mol, (ii)

[�8,8] kcal/mol, and (iii) [�80,80] kcal/mol. The number of sequences

found at each position from DEE/A* are all those %1.5 kcal/mol from

the wild-type energy; these quantities were marked with an X and follow

the y axes on the right.

FIGURE 5 Comparison of DEE/A* and evolutionary substitution fre-

quencies. Expected frequencies of substitution for any (i, j) amino-acid

pair were computed based on the number of mutant sequences satisfying

the 1.5-kcal/mol cutoff. Amino-acid probabilities from wild-type provide

a basis for deriving substitution rates for comparison to (a) PAM120 and

(b) BLOSUM62.
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be more favorable than wild-type. Lys180 could be sub-
stituted by anything to improve stability, and also have
important native interactions; however, substitutions
adversely affected binding interactions with GDP. All muta-
tions were disallowed, even though the wild-type amino acid
had little impact on binding, again demonstrating that geom-
etry or interactions with neighboring residues play an
important secondary role.
DEE/A* substitutions are strongly correlated with
known amino-acid exchanges

Finally, the overall DEE/A* substitution rates were com-
pared with the PAM120 and BLOSUM62 similarity
matrices to measure how well DEE/A* (and our choice of
folding and binding as measures of fitness) can reflect
protein evolutionary pressures. Each PAM and BLOSUM
matrix accounts for a broad range of sequence evolution,
and are standard matrices for use in sequence alignments
(67–69). Energetically favorable DEE/A* sequences were
used to derive the expected frequency of substituting amino
acid i with j, eij, for comparison to analogous values of eij
using PAM or BLOSUM (see the Supporting Material).
We defined protein fitness to depend on a combination of
Biophysical Journal 110(1) 75–84
protein stabilization and binding ability, at unknown propor-
tions (Figs. S18–S20); a balanced weighting of both fitness
criteria optimized the correlation between our DEE/A* data
and a chosen similarity matrix, with r2 z 0.7 and r2 z 0.8
for PAM and BLOSUM, respectively (Fig. 5). To determine
whether these correlations were meaningful, our DEE/A*
data were also compared to random matrices constructed
1) from a uniform distribution bounded by the maximum
and minimum scores of both PAM120 and BLOSUM62,
and 2) by permuting the entries of each similarity matrix.
Correlation was generally poor (r2 z 0.1) between
DEE/A* and a completely arbitrary matrix; correlation be-
tween PAM120 (or BLOSUM62) with a permuted version
of itself was first established (r2 z 0.3 for PAM120, and
r2 z 0.5 for BLOSUM62), then DEE/A* data were
compared to the randomized version of each matrix and
showed slight improvement (r2 z 0.4 for PAM120 and r2

z 0.6 for BLOSUM62) (Fig. S22). These data suggest
that the general distribution of values in the DEE/A*-
derived matrices is similar to that in the PAM and BLOSUM
matrices (it is this that leads to nonzero correlation between
randomized matrices, but there are deeper similarities in the
detailed structure of the matrices; Figs. S21 and S22; Tables
S5 and S6). Comparison to alternative PAM and BLOSUM
did not yield any statistically significant differences, due
to low variance between different versions of PAM and
BLOSUM scores overall (not shown).
Compatibility between alanine mutations from
DEE/A* and thermal stability experiments

A full alanine scan was performed by Sun et al. (70) to under-
stand the role of native interactions in stabilizing Ga, and we
used these data for comparison with mutant alanine se-
quences from our DEE/A* calculations. In their experiment,
each wild-type Ga residue was systematically mutated in the
a-subunit to alanine (and wild-type alanine to glycine) for
GDP- and GTP-bound states. The change in thermal stability
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(DTm¼ Tmut – Twt) was measured for each single mutant, and
a threshold ofDTm% 2�Cwas proposed by Sun et al. (70) for
defining a destabilizing mutation. The analogous description
from our DEE/A* calculations would be a mutation in which
DDGfold > þ1.5 kcal/mol. We directly compared alanine
substitutions from DEE/A* with the data provided by Sun
et al. (70) using these two interpretations for destabilizing
mutations (Fig. S23; see Table S7). We considered an unfa-
vorable alanine mutation to be a positive outcome, and
by these measurements, the sensitivity of DEE/A* was
computed to be 0.52, while its specificity was 0.78. Energetic
data for alanine mutants were then randomized and reas-
sessed to establish a quantitative reference for these values,
and we measured sensitivity and specificity to be 0.32 5
0.04 and 0.67 5 0.02, respectively, after 5000 independent
trials (Table S8). Compared to all random trials performed,
our DEE/A* calculations correctly classified important
side-chain interactions (true-positives) and positions that
were insensitive tomutation (true-negatives) at a consistently
higher rate than any of the randomized cases (Fig. S24).
(Consequently, the number of false-positives and false-nega-
tives were both much lower than the randomized trials.) For
all Ga side chains, 75% (162 positions) were predicted to be
mutationally insensitive by both our DEE/A* calculations
and the data provided by Sun et al. (70) (Table S7). Based
only on the structural data from computational simulations,
the role of native interactions was correctly determined in
~68% of Ga (the total number of true-positives and true-
negatives) using only alanine substitutions. Although
DEE/A* cannot perfectly replicate in cyto conditions and
related assays, these statistics were strong indicators that
DEE/A* can reasonably predict the importance of wild-
type interactions.
Consistency between DEE/A* and known point
mutations

Oncogenic point mutations are available in public data-
bases, such as COSMIC and cBioPortal (71–73), and several
were found for the GNB1 gene, which encodes Gb1. In addi-
tion to compiling a complete list of these single mutants,
Yoda et al. (74) discovered a few additional ones in their
experiment that explored cancerous mutations affecting
the b-subunit. These results from Yoda et al. (74) were
used for comparison with corresponding DEE/A* mutants
(Table S9). Either gain-of-function or loss-of-function mu-
tations could be oncogenic, and both of these possibilities
were considered in our comparison with DEE/A*. Further-
more, lethal mutations could affect function by altering
heterotrimer stability or by disrupting proper association
between Ga and the bg-heterodimer, but the distinction
between these two mechanisms is not always known from
the available data. Thus, an energetic definition that ac-
counted for both gain-of-function and loss-of-function mu-
tations, and the possible contexts for which mutations may
affect heterotrimer function, would be the maximum magni-
tude of either protein stability or binding interactions:
max(jDDGfoldj, jDDGbindj). A value >1.5 kcal/mol in our
DEE/A* calculations would indicate either an activating
or deactivating mutation. We found a positive correlation
between our computational results and the set of known
point mutations: of the 36 single mutants available for
comparison, only three of them had a neutral change
after mutation (both jDDGfoldj % 1.5 kcal/mol and
jDDGbindj % 1.5 kcal/mol (see the Supporting Material).
The remaining 33 mutations (92%) were either activating
or deactivating mutations in at least one of the fitness con-
texts. These results further demonstrated that our computa-
tional approach can capture important trends in mutational
effects found in biological systems.
High predictive ability of computational results

The Mann-Whitney-Wilcoxon statistical test was used for
evaluating quantitative differences between mutational ef-
fects, and to assess mutational sensitivity of a wild-type
side chain (see the Materials and Methods.) Binding interac-
tions between subunits are documented for 49 positions (in
total) of Ga and Gb (50), and 38 (~78%) of these were
detected by DEE/A* (Fig. 6 a), based on a threshold of
p ¼ 0.05. Five additional positions could be included in
this count, if the threshold were adjusted to 0.10 instead,
accounting for ~87% of known positions. Discrepancies
for false-negatives from the remaining 11 positions (6 at
threshold p¼ 0.10) were likely due to differences in confor-
mational sampling. These positions tended to be in highly
flexible protein regions: near the switch region of Ga and
near the N-terminal helix of Ga (Fig. 6 b). The original
observed interactions were established using x-ray crystal-
lographic data, while our computational results were based
on an ensemble of structures for the heterotrimer. Having
this distinction for our data made it possible to computation-
ally determine a broader regime of side chains involved in
protein binding: 30 additional side chains were predicted
by DEE/A* using the same statistical analysis (see Materials
and Methods). The same metrics could be extrapolated
for understanding structurally stabilizing interactions, and
nearly all positions were found to have some significant
contribution (Fig. S25; Tables S10 and S11). The molecular
requirements for structural stability are not necessarily
interchangeable with binding requirements, however, and
further experimentation would be needed to verify the pre-
dictive ability of DEE/A* for this aspect of fitness and to
separate side chains that are fundamental to stabilizing ter-
tiary structure from less influential ones.
DISCUSSION

Proteins must satisfy a number of conditions, including the
ability to stably form an appropriate fold and associate with
Biophysical Journal 110(1) 75–84



FIGURE 6 Recapitulation and prediction of side-chain interactions. Sta-

tistical differences based on all mutant DDGbind values were measured with

the Mann-Whitney-Wilcoxon statistical test. (a) The distribution of p values

for positions known to make binding interactions and all other positions are

shown. (Vertical line) p ¼ 0.05 for visual purposes. (Magenta stars) Nearly

all positions of a subgroup that are found in the p-value distribution. (b)

Positions for true-positives (orange, p % 0.05), novel predictions (yellow,

p % 0.05), and false-negatives (cyan, p % 0.05) are mapped as spheres

onto the heterotrimer for reference. (Spheres) The a-carbon positions of

each residue. (c) Structural examples of where true-positive, novel predic-

tions, and false-negatives are typically found. To see this figure in color,

go online.
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various cognate binding targets, to be biologically func-
tional and overcome different selection pressures. Many ad-
vances in high-throughput methods have considerably
improved how protein sequence-function relationships can
be studied, but the volume of possible sequence space re-
mains inevitably greater. Our DEE/A* protocol provides a
mechanism for studying mutations on a very large scale to
help mend a part of this disparity, and provide a perspective
that is different, although complementary, to these ap-
proaches. By analyzing novel sequence variants systemati-
cally, the energetic landscape of a protein was computed,
and the functional role of each amino acid could be decon-
volved. The performance of DEE/A* also relies on different
resources than existing methods: when the number of se-
quences for alignment is inadequate or the evolutionary his-
tory of a given protein is not well understood, a thorough
analysis of protein structural stability and binding interac-
Biophysical Journal 110(1) 75–84
tions is still possible. Whether alone or combined with exist-
ing methods, this level of detail can provide a better
understanding of how protein design or engineering goals
can be met.

Depending on the problem being considered, variations to
our approach could be made to improve modeling details
and computational accuracy. Longer molecular dynamics
simulations and/or a greater number of representative struc-
tures would enhance sampling in highly flexible proteins or
regions, for instance. Additional solvation models could
also be used, e.g., by passing important sequences found
using implicit-solvent models onto explicit-solvent simula-
tions, to provide a more detailed explanation of electrostatic
interactions. Furthermore, epistatic relationships from pair-
wise interactions and amino-acid covariation could be
studied in depth using DEE/A* by introducing multiple mu-
tations into the sequence at once. While these modifications
may provide a better picture of how mutagenesis affects the
wild-type protein, improvements in capturing amino-acid
substitutions that completely reflect evolutionary biology
might never be possible—evolutionary fitness pressures
extend far beyond what can be measured by energetic
change. Despite this, modeling side-chain substitutions
with DEE/A* has shown consistency with structural studies
and binding assays. DEE/A* thus complements comparative
sequence analysis methods very well: sequence conserva-
tion can be directly linked to measurable aspects of fitness,
and regions of allowable sequence variation can be
explained.
CONCLUSIONS

The dead-end elimination and A* search algorithms simul-
taneously search over protein sequence and conformational
spaces, and we have leveraged these to elucidate many
sequence-function relationships in a heterotrimeric G-pro-
tein. By adapting these two algorithms to find all low-en-
ergy single mutants, the multiple roles amino acids play
in overall protein fitness could be deconvolved as a func-
tion of mutational robustness. Large-scale mutagenesis us-
ing this computational approach is able to capture many
biophysical features of side-chain substitutions, and these
changes in the initial wild-type structure satisfy expecta-
tions based on preexisting structural and experimental
studies. DEE/A* reveals several relationships among pri-
mary structure, structural stability, and protein function,
enhancing the utility of techniques in comparative seq-
uence analysis and extending the boundaries of accessible
protein sequence space.
SUPPORTING MATERIAL
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