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Schizophrenia may involve an elevated excitation/inhibition (E/I)
ratio in cortical microcircuits. It remains unknown how this regula-
tory disturbance maps onto neuroimaging findings. To address this
issue, we implemented E/I perturbations within a neural model of
large-scale functional connectivity, which predicted hyperconnectiv-
ity following E/I elevation. To test predictions, we examined resting-
state functional MRI in 161 schizophrenia patients and 164 healthy
subjects. As predicted, patients exhibited elevated functional con-
nectivity that correlated with symptom levels, and was most
prominent in association cortices, such as the fronto-parietal control
network. This pattern was absent in patients with bipolar disorder (n =
73). To account for the pattern observed in schizophrenia, we inte-
grated neurobiologically plausible, hierarchical differences in association
vs. sensory recurrent neuronal dynamics into our model. This in silico
architecture revealed preferential vulnerability of association networks
to E/I imbalance, which we verified empirically. Reported effects impli-
cate widespread microcircuit E/I imbalance as a parsimonious mecha-
nism for emergent inhomogeneous dysconnectivity in schizophrenia.

functional connectivity | schizophrenia | computational modeling

Schizophrenia (SCZ) is a disabling psychiatric disease associ-
ated with widespread neural disturbances. These involve ab-
normal neurodevelopment (1-3), neurochemistry (4-7), neuronal
gene expression (8-11), and altered microscale neural architecture
(2). Such deficits are hypothesized to impact excitation-inhibition
(E/) balance in cortical microcircuits (12). Clinically, SCZ pa-
tients display a wide range of symptoms, including delusions,
hallucinations (13, 14), higher-level cognitive deficits (15, 16),
and lower-level sensory alterations (17). This display is consistent
with a widespread neuropathology (18), such as the E/I imbal-
ance suggested by the NMDA receptor (NMDAR) hypofunction
model (19-21). However, emerging resting-state functional mag-
netic resonance imaging (rs-fMRI) studies implicate more network-
specific abnormalities in SCZ. Typically, these alterations are
localized to higher-order association regions, such as the fronto-
parietal control network (FPCN) (18, 22) and the default mode
network (DMN) (23, 24), with corresponding disturbances in
thalamo-cortical circuits connecting to association regions (25,
26). It remains unknown how to reconcile widespread cellular-
level neuropathology in SCZ (20, 21, 27, 28) with preferential
association network disruptions (29, 30).

Currently a tension exists between two competing frameworks:
global versus localized neural dysfunction in SCZ. Association
network alterations in SCZ, identified via neuroimaging, may
arise from a localized dysfunction (3, 9, 31, 32). Alternatively,
they may represent preferential abnormalities arising emergently
from a nonspecific global microcircuit disruption (20, 33). Mech-
anistically, an emergent preferential effect could occur because of
intrinsic differences between cortical areas in the healthy brain,
leading to differential vulnerability toward a widespread homog-
enous neuropathology. For example, histological studies of healthy
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primate brains show interregional variation in cortical cytoarchitec-
tonics (34-38). Additional studies reveal differences in microscale
organization and activity timescales for neuronal populations in
higher-order association cortex compared with lower-order sensory
regions (38-40). However, these well-established neuroanatomical
and neurophysiological hierarchies have yet to be systematically
applied to inform network-level neuroimaging disturbances in SCZ.
In this study, we examined the neuroimaging consequences of cor-
tical hierarchy as defined by neurophysiological criteria (i.e., func-
tional) rather than anatomical or structural criteria.

One way to link cellular-level neuropathology hypotheses with
neuroimaging is via biophysically based computational models
(18, 41). Although these models have been applied to SCZ, none
have integrated cortical hierarchy into their architecture. Here we
initially implemented elevated E/I ratio within our well-validated
computational model of resting-state neural activity (18, 42, 43)
without assuming physiological differences between brain regions,
but maintaining anatomical differences. The model predicted
widespread elevated functional connectivity as a consequence of
elevated E/I ratio. In turn, we tested this connectivity prediction
across 161 SCZ patients and 164 matched healthy comparison
subjects (HCS). However, we discovered an inhomogeneous spatial
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pattern of elevated connectivity in SCZ generally centered on
association cortices.

To capture the observed inhomogeneity, we hypothesized that
pre-existing intrinsic regional differences between association
and lower-order cortical regions may give rise to preferential
network-level vulnerability to elevated E/I. Guided by primate
studies examining activity timescale differences across the cor-
tical hierarchy (39, 44), we incorporated physiological differen-
tiation across cortical regions in the model. Specifically, we
tested whether pre-existing stronger recurrent excitation in “as-
sociation” networks (39, 40) would preferentially increase their
functional connectivity in response to globally elevated E/I. In-
deed, modeling simulations predicted preferential effects of E/I
elevation in association networks, which could not be explained
by structural connectivity differences alone.

Finally, we empirically tested all model-derived predictions by
examining network-specific disruptions in SCZ. To investigate
diagnostic specificity of SCZ effects, we examined an indepen-
dent sample of bipolar disorder (BD) patients (n = 73) that did
not follow model-derived predictions. These results collectively
support a parsimonious theoretical framework whereby emergent
preferential association network disruptions in SCZ can arise from
widespread and nonspecific E/I elevations at the microcircuit
level. This computational psychiatry study (45) illustrates the
productive interplay between biologically grounded modeling and
clinical effects, which may inform refinement of neuroimaging
markers and ultimately rational development of treatments for SCZ.

Results

Functional Connectivity Is Increased in SCZ and in Simulations of
Disinhibited Brain Networks. We first examined predictions of al-
tered microcircuit E/I balance using a validated biophysically
based computational model of resting-state brain activity (Fig.
1A4) (18, 42, 43) (see Experimental Procedures and SI Appendix for
model implementation detail). The model is comprised of 66
nodes representing distinct neuronal populations simulated by
mean-field dynamics (46) and converted to blood oxygen level-
dependent (BOLD) signals using the Balloon-Windkessel model
(47). Nodes are comprised of local E and I neuronal pools. The
E pools are coupled via long-range excitatory projections. The
long-range connection strengths are set by interareal anatomical
connectivity derived from diffusion-weighted imaging in humans
(48). Using this architecture, we examined well-established SCZ
hypotheses that implicate elevated E/I in cortical microcircuits,
potentially induced by NMDAR hypofunction (17, 18, 41, 49-51).

We first studied an “undifferentiated” model in which all nodes
had uniform strengths of local recurrent excitation. Parameters
corresponding to a “healthy” regime (balanced E/I at each node)
produced resting-state E-cell population firing rates of ~3 Hz (42).
To test the consequences of elevated E/I on model-derived func-
tional connectivity, we manipulated four key parameters: weight of
local self-excitation (E-E weight) within nodes, local feedback
inhibition (E-I weight) within nodes, long-range, global coupling
weight (G) between nodes, and local noise amplitude (o) of
background input. We computed functional connectivity across
all 66 nodes using simulated BOLD signals via our global brain
connectivity (GBC) approach, which was validated across a
number of clinical studies (52) (SI Appendix). Of note, here we
used covariance (as opposed to correlation) to compute func-
tional connectivity, given recent simulation studies (53) and
empirical reports (18) showing that variance normalization can
fundamentally obscure clinical interpretations (SI Appendix).

In response to increased E-E weight or G, all 66 nodes exhibited
elevated global functional connectivity (i.e., GBC) (Fig. 1 B and
D). Similarly, by reducing feedback inhibition in the model (i.e.,
reduction in the E-I weight), we again observed elevated model-
derived GBC (Fig. 1C), consistent with SCZ hypotheses impli-
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Fig. 1. Functional connectivity increases as a generic effect of elevated E/I
ratio. (A) Schematic of computational model used to generate BOLD signals
under conditions of increased E/I ratio (i.e., disinhibition). Illustration depicts
six nodes for visual simplicity; full model has 66 nodes. (B-E) Mean co-
variance of each node with all other nodes, yielding GBC, as a function of
increasing E-E weight (B), reducing E-I weight (i.e., attenuating feedback
inhibition) (C), increasing G (D), or noise amplitude (E). Shading represents
the SD of GBC values across four separate simulations with different starting
random noise. (F) To test model predictions, GBC was computed from an a
priori defined parcellation of empirical fMRI data using identical calculations
as for the model (S/ Appendix). The bar plot shows mean GBC for SCZ vs. HCS
[t(287) = 3.8, P < 2 x 107]. (G) Distribution of GBC values for each group
(SCZ, red; HCS, black/gray). Vertical lines represent group mean values, show-
ing a significant rightward shift for SCZ vs. HCS [Cohen's d = 0.42]. (H) Type |
error-corrected voxel-wise GBC map, revealing distributed increases in GBC for
SCZ, particularly in prefrontal and thalamic regions (see S/ Appendix, Table S3
for full list of regions; see Fig. 2 for network overlap calculation). Error bars
mark +1 SEM; ***P < 0.001; d = Cohen’s d effect size. GBC in the model is in
arbitrary units.

cating abnormal feedback inhibition (54-57). In contrast, elevating
o (noise) did not impact GBC to the same extent (Fig. 1E).

To empirically test model-derived predictions, we extracted
BOLD signal from 161 SCZ and 164 HCS (S Appendix, Table S1)
using an a priori functional network-based parcellation comprised
of 89 areas (58). We computed mean GBC over all 89 areas in
each subject, exactly as was done for the model-generated BOLD
signals above (SI Appendix). Consistent with model predictions for
elevated E/I, we found elevated GBC across gray matter in SCZ
compared with HCS [#(287) = 3.8, P < 2 x 107", Cohen’s d = 0.42]
(Fig. 1 F and G). In turn, we examined an independent sample of
73 BD patients and matched HCS (n = 56) to test if effects were
specific to SCZ (see SI Appendix, Table S2 for demographics).
BD patients did not differ from their respective matched controls
[£(95) = 0.99, P = 0.33, ns.].

Furthermore, SCZ effects were not explained by smoking status
or head motion (SI Appendix, Fig. S1 B and C). We identified a
positive relationship with medication dose (S Appendix, Fig. S14;
see also Discussion). SCZ whole-brain GBC remained elevated
irrespective of global signal removal (P = 0.0015) (SI Appendix,
Fig. S2).

Finally, to characterize the location of significantly elevated
connectivity, we computed a data-driven map for SCZ relative to
HCS (Fig. 1H), which revealed elevated GBC across distributed
cortical areas, including the thalamus and cerebellum (see SI
Appendix, Table S3 for region coordinates and statistics surviving
whole-brain type I error correction; see SI Appendix, Fig. S3 for
cerebellum findings).

Characterizing Spatial Patterns of Connectivity Changes in SCZ.

Consistent with qualitative observations (Fig. 1H), voxels show-
ing elevated whole-brain connectivity in SCZ colocalized to the
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Fig. 2. Quantifying overlap between increased whole-brain connectivity in SCZ and independently defined association regions. (A) Using a priori defined,
network-based parcellations (58, 101), we defined areal boundaries for the FPCN, and for the association cortex comprised of the FPCN, DMN, and VAN.
(B) After down-sampling images to 10-mm voxels, to attenuate spatial correlations, 37% of areas showing elevated SCZ connectivity (Fig. 1H) overlapped with
the FPCN (12.7% of total down-sampled gray matter voxels belong to the FPCN). In contrast, for the outside FPCN region, defined as all cortical gray matter
not belonging to FPCN, there was far less overlap with regions of elevated SCZ connectivity (63%) than expected by chance (87.3%). (C) We repeated analyses
using all association networks (FPCN, DMN, and VAN), again showing preferential colocalization of elevated SCZ connectivity with association regions. Again,
the outside association region was defined as all cortical gray matter not belonging to the association region comprised of the FPCN, DMN, and VAN. An
additional control analysis was computed using the combined sensory networks (S/ Appendix, Fig. S11). (D) The significance above each bar represents the
result from binomial tests computed for B and C and for sensory networks in S/ Appendix, Fig. S11, comparing the expected percentage of significant voxels
with the observed percentage of total significant voxels lying within each region (inside FPCN, outside FPCN, inside association, outside association, sensory
networks). The percent spatial coverage plotted represents the total number of significant voxels in a region, divided by the total number of voxels for that
region. The significance between bars marks difference between proportions, comparing spatial coverage within the FPCN (or association cortex) with spatial
coverage outside, or comparing spatial coverage in association regions vs. spatial coverage in sensory regions. The dashed line marks the spatial coverage of all
gray matter voxels by significant voxels (Fig. 1H). ***P < 0.001. Brain images are for visualization purposes only and have not been down-sampled. All reported
statistics are computed on images that have been down-sampled to 10-mm voxels. Results remain unchanged without down-sampling (S/ Appendix, Fig. S11).

FPCN (binomial test for proportions, P < 0.001) (Fig. 2 B and
D]. The same pattern remained evident across association net-
works [i.e., FPCN, DMN, and ventral attention network (VAN)]
(Fig. 2). A complementary analysis of elevated SCZ connectivity
revealed significantly different proportions with respect to spa-
tial coverage of the FPCN (or association networks) vs. spatial
coverage elsewhere (test for difference in proportions, P < 0.001
for FPCN vs. not FPCN, and for association vs. not association
regions) (Fig. 2D).

Connectivity Between Association Networks Is Increased in SCZ and
Correlates with Symptoms. We identified elevated GBC prefer-
entially within association networks and particularly within the
FPCN in SCZ. However, the FPCN may also exhibit altered
connectivity with other large-scale networks in SCZ, particularly
the DMN, as suggested by recent qualitative reports (22). We
examined this possibility by computing BOLD signal covariance
between the FPCN and other networks (Fig. 3 A-F) (SI Appendix).
Specifically, we quantified covariance between the FPCN and
DMN (Fig. 3. 4-C). As a control analysis, we also examined signals
from sensory networks (combining somatosensory, auditory, and
visual regions) and computed their covariance with the FPCN or
DMN (Fig. 3 D-I). Given no specific predictions for individual
sensory networks, we collapsed all three sensory regions into a
single network (see SI Appendix and SI Appendix, Fig. S4 for
network selection). Of note, results were similar when evaluating
each sensory network alone (SI Appendix).

As predlcted SCZ patients exhibited significantly higher FPCN-—
DMN covariance compared with HCS [#(273) = 4.31, P < 3 x 107,
Cohen’s d = 0.48] (Fig. 3 A and B). Again, BD patients did not
differ from matched HCS in FPCN-DMN covariance [¢(124) =
0.063, P = 0.95, n.s.] (Fig. 3C). We statistically confirmed the
preferentially increased FPCN-DMN covariance in SCZ across
all three groups (one-way ANOVA SCZ, HCS, and BD) [F(1,
451) = 12.09, P < 8 x 107°]. We also found elevated FPCN-
sensory covariance in SCZ compared with HCS [#(292) = 3.87,
P =0.00013, Cohen’s d = 0.43] (Fig. 3 D and E), but not in BD
patients compared with HCS [#(95) = 0.39, P = 0.69] (Fig. 3D).
In contrast, DMN-sensory covariance (Fig. 3 G-I) did not differ
significantly between SCZ and matched HCS [#(306) = 1.15, P =
0.25] or between BD and matched HCS [#(102) = 1.4, P = 0.18],
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suggesting preferential changes in the FPCN between-network
connectivity in SCZ. FPCN between-network connectivity effects
were not driven by smoking status or movement (SI Appendix,
Fig. S1 E-I). We again identified a relationship between FPCN-
DMN connectivity effects and medication dose (SI Appendix,
Fig. S1D), however effects were not explained by medication in a
subset of BD patients that received antipsychotics (S Appendix,
Fig. S104). As before, we verified that effects were not driven by
global signal removal (P = 0.0033) (SI Appendix, Fig. S2). Col-
lectively, these results indicate that FPCN GBC and its functional
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Fig. 3. FPCN between-network functional connectivity is preferentially in-
creased in SCZ. Between-network connectivity was computed for the FPCN
(Upper Left), DMN (Upper Right), and the sensory networks (Lower, com-
bining somatosensory, auditory, and visual networks), using the average
BOLD signal from each network. Bar plots highlight the group difference
(patients-HCS) for each between-network connectivity measure: (A) FPCN-
DMN connectivity group difference for SCZ-HCS (red) and BD-HCS (orange).
(B and C) Distribution of FPCN-DMN connectivity values for each group (SCZ,
red; HCS, black/gray; BD, orange), confirming specificity in SCZ. (D) FPCN-
sensory connectivity group difference for SCZ-HCS and BD-HCS. (E and F)
Distribution of FPCN-sensory connectivity values for each group, confirming
specificity in SCZ. (G) DMN-sensory connectivity group difference for SCZ-HCS
and BD-HCS. (H and /) Distribution of DMN-sensory connectivity values, re-
vealing no effects in either clinical group. Error bars mark +1 SE of the dif-
ference of means. ***P < 0.001; Cov, covariance; n.., not significant;
d, Cohen’s d effect size. Vertical dashed lines represent group mean values.
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connectivity with other networks are preferentially altered in
SCZ, in line with hypotheses raised by prior work (22).

Next, we examined the possible clinical relevance of altered
FPCN-DMN connectivity. We specifically focused on positive
SCZ symptoms given prior reports suggesting that these effects
may relate to psychosis severity (22). We identified a modest, but
significant positive relationship between positive SCZ symptoms
and the magnitude of observed FPCN-DMN covariance (r =
0.18, P = 0.03), suggesting clinical relevance of this effect (S
Appendix, Fig. S5).

Understanding Inhomogeneously Elevated Functional Connectivity in
SCZ via Computational Modeling. As mentioned, initial whole-brain
data-driven analyses (Fig. 1H) revealed elevated GBC in SCZ
compared with HCS, localized to association regions, especially
the FPCN (Fig. 2), which also displayed preferentially altered
between-network connectivity in SCZ (Fig. 3). However, the
initial homogeneous architecture of our model, by definition,
could not explain this preferential association network effect.
That is, because all nodes used the same physiological parame-
ters, the model did not incorporate network inhomogeneity, and
could not produce observed clinical network effects.

We hypothesized that SCZ effects could be captured through
implementation of biologically plausible inhomogeneity in local
recurrent self-excitation across the model architecture, based on
anatomical and physiological evidence for hierarchical differ-
ences in cortical dynamics (Discussion). Put differently, we hy-
pothesized that a widespread disruption in cortical E/I balance in
SCZ may yield emergent preferential network dysconnectivity
effects because of greater vulnerability of higher-order “associ-
ation” circuits, arising from their distinct patterns of recurrence
(34, 39, 40).

To test this theory, we divided the 66-node model into two
distinct networks: “nonassociation” (or “sensory”) nodes with
lower recurrent excitation, and “association” nodes with higher
recurrent excitation (SI Appendix) (Fig. 44). This functional
separation was informed by a biologically grounded observation:
association cortex neuronal populations generally exhibit greater
local recurrent excitation (39, 40, 44) compared with those in
lower-order sensory cortex. In turn, we recalibrated model pa-
rameters for the E and I pools of all nodes in the differentiated
model to achieve E/I balance (a mean firing rate of ~3 Hz at
each E pool). This was implemented to achieve appropriate balance
for the different coexisting effective E-E weights of association and
nonassociation nodes, producing the initial “healthy” regime. We
assigned each node to a network (association vs. nonassociation)
based on their unique anatomical location and connections using
the interareal anatomical connectivity derived from human diffusion-
weighted imaging, as validated in prior work (18) (Experimental
Procedures and SI Appendix).

As before, we perturbed E/I balance by manipulating the de-
scribed key model parameters from healthy baseline values to-
ward elevated E/I. However, instead of using a uniform scalar
multiplier (w) for E-E weight, we instead implemented network-
specific values for w. Specifically, w (for the association network
nodes) was three-times greater than wg (for sensory nodes),
guided by empirical studies (SI Appendix) (34, 39, 40). Thus, we
could vary the weight of local recurrent excitation (E-E weight)
for the differentiated model, while explicitly maintaining pro-
portionately distinct recurrence properties in association vs. non-
association network nodes (Fig. 44).

Using model-derived BOLD signals (66 total), we computed
within-network connectivity, similar to GBC, except restricted to
association and sensory networks (SI Appendix). As before, we
manipulated E/I ratio by varying four key model parameters: E-E
weight (Fig. 4B), E-I weight (Fig. 4C), G (Fig. 4D), and o (Fig.
4F). Consistent with SCZ effects, we found that within-network
connectivity preferentially increased for association relative to
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Fig. 4. Preferential network-level connectivity changes emerge from a func-
tional hierarchy. (A) Differentiated model scheme, illustrating association
(brown) versus sensory (cyan) nodes in the model with network-specific scalar
multiplier values (wa > ws) for recurrent local self-excitation (E-E weight). II-
lustration depicts 8 nodes for visual simplicity, but full model has 66 nodes,
divided into 38 association and 28 nonassociation (sensory) nodes based on
anatomical connectivity. BOLD signals were extracted from each node of the
model. We perturbed E/l ratio by varying four key model parameters: re-
current local self-excitation (E-E weight) within nodes, local recurrent in-
hibition (E-I weight) within nodes, long-range global coupling (G) between
nodes, and local noise amplitude (c) within all nodes. (B-E). Mean within-
network connectivity (mean covariance of each node in a network with all
other nodes in the same network, for either association or sensory nodes) (S/
Appendix) was computed for the differentiated model (wa > ws) as a function
of increasing E/l via increasing E-E weight, reducing E-l weight, increasing G, or
increasing . Within-network connectivity preferentially increased in associa-
tion nodes as E/l imbalance became more severe. Shading represents the SD of
within-network connectivity values as evaluated for four separate simulations
with different starting random noise. (F-) Undifferentiated model results,
using homogeneous values of recurrent local excitation (E-E weight) via a
uniform scalar multiplier value (wa = ws) for E-E weight at all nodes. Here we
define association and sensory nodes by their distinct anatomical connectivity
(rather than any functional difference in recurrent excitation). In contrast to
the differentiated model, anatomical connectivity differences alone could not
account for preferential effects in association regions (also see S/ Appendix,
Fig. S6). Within-network connectivity values are in arbitrary units.

sensory nodes as a function of disinhibition via E-E weight, E-I
weight, or G (Fig. 4 B-D, brown vs. cyan, and Fig. 5 A-C,
showing increasing difference between association vs. sensory
node values).

As predicted, increasing unshared variance in the signal (via o,
local noise amplitude) (Fig. 4E) did not contribute appreciably
to within-network connectivity elevation in the model. Critically,
these network differences were not evident for the undifferenti-
ated model (Fig. 4 F-I, brown vs. cyan), despite preserving explicit
differences in anatomical connectivity between the association and
sensory nodes (SI Appendix, Fig. S6). Thus, the differential vul-
nerability to elevated E/I exhibited by the association vs. non-
association nodes arose predominantly from functional differences
in recurrent local excitation (wa > ws, specifically wa = 3 X wg),
and not from differences in anatomical connectivity profiles for
association vs. sensory nodes (Fig. 4 F-I). Collectively, this neu-
robiologically grounded model expansion revealed that a system
with different pre-existing network vulnerabilities could yield
emergent preferential functional connectivity effects from a non-
specific global perturbation of E/I balance.

Connectivity Increases in SCZ Show Network-Dependent Patterns
Consistent with Functional Hierarchy. Presented modeling results,
in line with recent qualitative empirical reports (22), suggest a
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Fig. 5. Preferential network-level functional connectivity changes in SCZ
follow modeling predictions. (A-D) Difference between association (“A")
and sensory network (“S") within-network connectivity (as shown in Fig. 4),
highlighting that within-network connectivity in A grows more steeply than
in S as E/I elevation becomes more severe as a function of changing E-E
weight, E-I weight, or G, but not . Shading represents the SD of values for
the difference, A — S, in within-network connectivity evaluated across nodes
for four separate simulations with different starting random noise. (E, Up-
per) Within-network connectivity group difference z-map shown across
three major association networks: DMN, FPCN, and VAN (type | error cor-
rected) (S/ Appendix). (Lower Left) Group average for SCZ illustrates signif-
icantly elevated within-network connectivity in association networks compared
with HCS. (Lower Right) Group distributions of mean within-network connec-
tivity in association networks (SCZ, red; HCS, black/gray). (F, Upper) Within-
network connectivity group difference z-map shown across three major
sensory networks: somatosensory, auditory, and visual (type | error corrected)
(SI Appendix). Group averages (Lower Left) and distributions (Lower Right) for
SCZ and HCS reveal no significant differences for sensory networks. Error bars
mark +1 SEM; *P < 0.05. n.s., not significant; d, Cohen'’s d effect size. Vertical
dashed lines represent the group mean values. Within-network connectivity in
the model is in arbitrary units. Of note, here we focused our empirical analyses
on a subset of carefully movement-matched subjects (n = 130 per group).

preferential vulnerability for association networks compared
with lower-order sensory networks in SCZ. Next, we tested this
preferential prediction in SCZ across combined association
networks compared with sensory networks. Specifically, we av-
eraged within-network connectivity values across three large-
scale association networks, the FPCN, DMN, and VAN (Fig.
5E), extending our initial focused network characterization (Fig.
3). The key reason for combining association or sensory networks
was to achieve an appropriate match between the model and
empirical data (see SI Appendix for network matching between
experiment and model). Given that our voxel-wise within-network
connectivity analysis inevitably involves spatially adjacent voxels,
which are vulnerable to head movement artifact, we focused our
analyses (Fig. 5 E and F) on movement-matched subsets of 130
SCZ and 130 HCS.

As predicted by the model, we found elevated within-network
connectivity across association regions in SCZ compared with
HCS [#(254) = 2.55, P < 0.015, Cohen’s d = 0.32] (Fig. 5E). In
contrast, sensory within-network connectivity revealed no sig-
nificant difference between movement-matched SCZ and HCS
(Fig. 5F). This was further verified via a significant Group x
Network interaction [two-way ANOVA for SCZ vs. HCS, asso-
ciation vs. sensory networks, F(1, 258) = 19.90, P = 1.22 x 10_5].
This effect was again specific to SCZ; there was no significant
Group effect or Group x Network interaction for BD vs. HCS
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[two-way ANOVA for BD vs. HCS, association vs. sensory net-
works, F(1, 127) = 0.428, P = 0.51] (SI Appendix, Fig. S7 C and
D). BD patients did not display significantly different head
movement profiles from matched HCS (P = 0.41). Furthermore,
magnitude of head motion was negatively correlated with the
identified association network covariance (SI Appendix, Fig. S8),
an effect completely inconsistent with the possibility that head
motion spuriously drove elevated covariance in SCZ. Collectively,
these empirical effects are in line with predictions of the func-
tionally differentiated model. This finding suggests that higher-
order association networks may be preferentially disrupted in SCZ,
despite a common putative cellular-level disturbance across the
cortex (20, 29).

Variance Increases in SCZ Show Preferential Network Patterns
Consistent with Functional Hierarchy. Above, we examined measures
of within- and between-network connectivity for association and
sensory networks. Our connectivity measure (GBC) is based upon
the mean covariance between a single region and the rest of the
brain. This does not include the variance of the region itself. Al-
though the maximum covariance necessarily places a lower bound
on the variance of each region, there could be important differences
in the BOLD signal variance between SCZ and HCS, as implicated
in previous studies (18, 59). We therefore repeated our analysis,
replacing the GBC with local variance, finding comparable results.

Using the identical model architecture, we computed the vari-
ance of BOLD signals for association and sensory nodes as a
function of increasing E/I via four key parameters (Fig. 6 B-E).
BOLD signal variance preferentially increased for association rel-
ative to sensory nodes as a function of increasing E/I (Fig. 6 B-E,
brown vs. cyan, and Fig. 7 A-D, showing difference of association—
sensory measures). Again, these preferential effects were absent in
the undifferentiated model (Fig. 6 F-I, brown vs. cyan), suggesting
that differences in recurrent local self-excitation (implemented by
setting network-specific scalar multipliers of E-E weights: wa > wyg)
drove these effects, rather than differences in anatomical con-
nectivity. Critically, these additional model-generated effects ex-
tend predictions to another functional measure, namely BOLD
signal variance, previously implicated in SCZ (18, 59). Conse-
quences of functional differentiation on model baseline activity
are presented in ST Appendix, Fig. S13.

In turn, we empirically tested for preferentially elevated variance
in association networks in SCZ, quantifying, for each subject, the
mean voxel-wise variance within association networks (defined us-
ing the DMN, FPCN, and VAN). In line with model predictions
under increased E/I (Fig. 6 B-E), we found elevated average BOLD
signal variance for association networks in SCZ compared with
HCS [t(273) = 4.32, P < 2.2 x 107, Cohen’s d = 0.48] (SI Appendix,
Fig. S94). We observed more modest effects in sensory networks
[£(255) = 3.52, P < 0.0006, Cohen’s d = 0.39] (SI Appendix, Fig. S9B).
However, preferential association network findings were confirmed
statistically [two-way ANOVA, F(1, 323) = 6.94, P = 0.009].

As noted, movement artifacts can significantly affect BOLD
signal, especially variance (60), in spatially specific ways. Therefore,
we repeated all analyses using movement-matched samples (Fig.
7E), which also revealed elevated BOLD signal variance in asso-
ciation regions in SCZ compared with HCS [¢(258) = 2.42, P < 0.02,
Cohen’s d = 0.30] (Fig. 7E, Lower Left). Here we observed no ef-
fects for sensory networks (Fig. 7F), highlighting preferential asso-
ciation effects [confirmed again via a Group X Network interaction;
two-way ANOVA, F(1, 258) = 9.54, P = 0.0022 for the movement-
matched sample]. To visualize effects, we generated voxel-wise
variance maps, which illustrate elevated association (Fig. 7E) vs.
sensory network variance (Fig. 7F). Collectively, these empirical
effects are in line with model-generated predictions.

A key aspect of the model-generated results indicates that the
same functional parameter, namely elevated E/I, can affect both
association cortex variance and functional connectivity. Put
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Fig. 6. Preferential network-level variance changes emerge from a func-
tional hierarchy. (A) Model schematic. Illustration depicts eight nodes for
simplicity; full model uses 66 nodes. (B—E) Mean BOLD signal variance of
association or sensory nodes as a function of increasing E-E weight (B),
percent reduction of E-I weight (C), G (D), or ¢ (E), showing that variance
preferentially increases for association nodes as E/I elevation becomes more
severe. Shading represents the SD of variance values as evaluated for four
separate simulations with different starting random noise. (F-/) Undiffer-
entiated model (wa = ws) results, using homogeneous values of local re-
current excitation at all nodes. As before, undifferentiated association and
sensory nodes are defined by their distinct anatomical connectivity (rather
than any functional difference in recurrent excitation). In contrast to the
differentiated model, anatomical connectivity differences alone could not
account for observed in vivo effects. BOLD signal variance in the model is in
arbitrary units.

differently, the model predicts the two measures should be highly
correlated. To test this, we related association cortex variance
and connectivity across all subjects (SI Appendix, Fig. S12). As
predicted, empirical results revealed a significant positive re-
lationship across both HCS and SCZ movement-matched sam-
ples [r(Pearson) = 0.49, P < 2.0 x 10™"7; r(Spearman) = 0.56, P <
2.2 x 107'°, n = 260].

Model Quantification. Above, we have qualitatively compared the
undifferentiated and differentiated models on their ability to
reproduce empirical effects. Specifically, the differentiated model
produced preferential association effects, whereas the undifferen-
tiated model did not. We formally quantified these distinct pre-
dictions (Fig. 8) by projecting model results into a 4D space. We
represented four key dependent measures: association within-net-
work connectivity change, sensory within-network connectivity
change, association variance, and sensory variance. A lower-
dimensional illustration is shown in Fig. 84. Next, we computed
the cosine similarity between model predictions and empirically
observed differences (changes) in SCZ compared with HCS (Fig.
8 B-E). Finally, we randomly permuted the network assignments
(association vs. nonassociation) for all model nodes across 1,000
iterations to establish the cosine similarity expected by chance
between the models and the empirical data. Next, we computed
the difference in cosine similarity for the differentiated (in-
homogeneous) vs. the undifferentiated (homogeneous) model
(Fig. 8 F-I; see SI Appendix for details). This analysis revealed
that the (unpermuted) differentiated model significantly outper-
forms the undifferentiated model at reproducing empirical effects.

Discussion

Complex mental illnesses such as SCZ are associated with ab-
normal interactions between cortical regions (61), particularly
association and prefrontal cortices (22). However, studies ex-
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amining SCZ repeatedly implicate disturbances across distrib-
uted cortical territories, including primary visual (62, 63) and
auditory circuits (64-66). Therefore, there exists a tension between
findings implicating focal disruptions within higher-order associa-
tion cortices (2, 3, 9, 31) and cellular-level hypotheses, suggesting
widespread synaptic alterations, supported by pharmacological and
preclinical studies (20, 62). We combined computational modeling
and clinical neuroimaging in an attempt to link levels of analysis,
from a hypothesized widespread cellular-level neuropathology in
SCZ (20, 21) to preferential neural network disruption identified
via neuroimaging. First, the modeling simulations predicted pref-
erential effects of E/I imbalance in association regions, which were
not explained by structural connectivity differences alone. Second,
key modeling predictions were confirmed empirically in SCZ across
a number of neuroimaging measures, which were unremarkable in a
control sample of BD patients. These computational and empirical
effects collectively support a parsimonious theoretical account that
helps to reconcile the tension between emergent preferential
disruptions of association networks in the context of globally
elevated cortical E/I in SCZ.

Focal vs. Global Neuropathology Producing Preferential Association
Deficits in SCZ. SCZ is characterized by profound cognitive defi-
cits (16), associated with disturbances in association regions,
particularly those involving executive processing, which relies on
prefrontal cortex (PFC) function (67, 68). There is now strong
converging neuroimaging evidence implicating disturbances in
the PFC and other association regions in SCZ (18, 22, 24, 69, 70),
with corresponding thalamo-cortical dysconnectivity (25, 26).
Additional evidence suggests SCZ effects are broadly distributed;
it is associated with abnormal belief formation, hallucinations,
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cused empirical analyses on a subset of movement-matched subjects, given
the possibility that BOLD signal variance is particularly susceptible to head
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n.s., not significant; d, Cohen’s d effect size. Vertical dashed lines represent
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expected by chance. The brown line represents the mean difference of cosine similarity expected by chance. The 95% confidence interval (yellow shading)

around the brown line is barely visible because of minimal spread of the distribution.

anhedonia, and deficits in primary sensory processing (71-76).
Indeed, many studies reveal abnormalities in lower-order sensory
perception (62) and auditory gating deficits in SCZ (77-79),
suggesting more widespread neural disturbances. Thus, com-
peting hypotheses of SCZ include focal alterations in higher-
order networks versus a more general neural dysfunction
affecting widespread cortical territories.

In parallel, evidence from postmortem SCZ studies reveals
disrupted expression of genes involved in synaptic excitation and
inhibition in the PFC (8, 9, 27, 80, 81). Other studies implicate
localized reductions in dendritic spine density (2), potentially
impacting regional recurrent self-excitation dynamics in SCZ.
Such studies have yet to be repeated across the cortical mantle to
test whether these deficits could impact E/I balance across cor-
tical circuits in SCZ. Consistent with this possibility, pharmaco-
logical models of SCZ often propose a distributed disruption in
E/T across cortical circuits. This finding is supported by clinical
magnetic resonance spectroscopy studies showing GABA and
glutamate deficits across the cortex in SCZ (7, 82-84).

In summary, empirical evidence exists both for global and lo-
calized hypotheses of neuropathology in SCZ. It may be possible
to unify these hypotheses by considering normal differences in
functional properties of cortical circuits that span the infor-
mation-processing hierarchy in the brain. We present evidence
suggesting that a globally homogeneous disinhibition can produce
preferential effects in association regions as a consequence of pre-
existing differences in physiological properties for association vs.
nonassociation regions. Importantly, the globally altered E/I
hypothesis is consistent with the data. However, our data do not
necessarily rule out potential alternative hypotheses of more
region-specific phenomena, which may co-occur or perhaps emerge
more selectively in some patient subgroups. It is ultimately an
empirical question if all SCZ symptoms stem from a global dis-
turbance or from regionally specific pathology. The key advance
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here is in showing that a global model of elevated E/I is capable
of reproducing network-preferential findings. Future studies
should use more quantitative predictions allowing for rigorous
evaluation of “global” vs. “regional” model perturbations. Ide-
ally, this would be done after fitting models to empirical data
using dynamic causal modeling methods (85).

Reconciling Preferential Connectivity Changes in Association Cortex
in the Context of a Distributed Microcircuit Neuropathology in SCZ.
Emerging findings (38, 39) support a hierarchy of information
processing across the primate cortical mantle. This provides a
parsimonious and neurobiologically grounded assumption that
can be readily integrated into existing computational models of
resting-state activity (18, 42, 43). Put differently, hierarchically
linked functional differences across brain regions may lead to
differences in vulnerability to homogeneously distributed E/I
imbalance. Here we tested for emergent preferential network
disruptions in SCZ by considering neurobiologically plausible
functional differences across the cortical hierarchy in our model.
We specifically focused on recurrent excitation, which differs
across sensory and association regions.

This implementation of functional hierarchy in the model is
based on multiple anatomical and physiological findings in pri-
mates. Anatomically, cortical pyramidal cells display significant
regional variation in dendritic morphology. In particular, both
the number and density of dendritic spines per neuron increases
along the cortical hierarchy (34, 36, 37). Consequently, pyrami-
dal cells in association areas can receive more excitatory inputs
per neuron than those in lower-level sensory areas. This property
may correspond physiologically to an increase in local recurrent
excitation strength at higher levels of the information-processing
hierarchy. Indeed, computational models suggest that hierar-
chical differences in local recurrent excitation strength underlie
differences in the neural activity time-scales observed across
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cortical regions in primates, and consequently may support
specialization across cortical areas (39, 40, 44). Collectively, these
basic neuroscience findings motivated our in silico implementation
of different recurrent local excitation properties for association
relative to sensory nodes.

This parsimonious assumption produced preferential effects in
the model’s association regions for all investigated measures.
Critically, emergent network effects were not simply a conse-
quence of different interareal anatomical connectivity in associ-
ation nodes (SI Appendix, Fig. S6). Preferential association network
effects did not emerge in the undifferentiated model, which as-
sumed homogenous local recurrent excitation but maintained
differences in interareal anatomical connectivity across networks
(Figs. 4 and 6). We verified all model predictions empirically,
confirming preferential association cortex effects for all mea-
sures, which were in turn positively related, as predicted by the
model (S Appendix, Fig. S12). These convergent findings suggest
that more severe association network deficits in SCZ may
emerge from normal microcircuit properties that give rise to
differential recurrent dynamics in association regions. Put sim-
ply, association networks may be more vulnerable to E/I imbal-
ance thought to occur in SCZ. Notably, the model suggests
elevated E/I in the resting-state condition. Importantly, the
cortical regime in resting state might be different from the regime
during task engagement, thus present findings may be compati-
ble with reduced recurrent excitatory strength during cognitive
processing (86).

The Interplay of Biophysically Based Computational Modeling and
Psychiatric Neuroimaging. This study establishes an example of
the interplay between computational modeling and experimental
clinical neuroimaging, in line with recent proposals for a com-
putational psychiatry framework (29, 45). Our starting point was
a homogenous, undifferentiated model using a well-established
computational framework (18, 42, 43). This model architecture
generated the initial experimental prediction for cortical hyper-
connectivity tested here in chronic SCZ patients (Fig. 1). However,
data-driven clinical analyses revealed preferential network-level
alterations. This directly motivated the model architecture ex-
pansion whereby we incorporated neurobiologically plausible
mechanisms for hierarchical specialization of cortical microcir-
cuitry (34, 3840, 44). Although parsimonious in its implementa-
tion, this differentiated model generated additional key experimental
predictions that arose uniquely from its emergent large-scale neural
dynamics. For example, the model strongly predicted that ele-
vated E/I could preferentially affect both association cortex
variance and functional connectivity. This prediction was con-
firmed (Figs. 5 and 7, and SI Appendix, Fig. S12), illustrating the
interplay between the model and experimental effects. The
ability of biophysically based computational models to generate
predictions across levels of experimental analysis (29, 45, 87) is
especially critical for computational psychiatry applications in
severe disorders, such as SCZ, which affect multiple inter-
connected pathways at the local circuit and systems levels. Col-
lectively, this study establishes a proof-of-principle computational
psychiatry approach whereby neurobiologically grounded modeling
of clinical data can generate results that help explain multiple dis-
tinct clinical neuroimaging effects.

Considering Preferential Diagnostic Findings. Initially, one might
argue that analyzing 5 min of rs-fMRI data does not really in-
form (cellular or synaptic) pathophysiology. For example, there
could be differences between two groups of people who are told
they are being scanned because they are healthy controls or
because there is something wrong with their brain. However,
these deflationary explanations cannot explain why the SCZ
group showed the selective dissociation in terms of functional
connectivity within association and sensory networks but the
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bipolar group did not. We aimed to identify a potential mecha-
nism underlying observed neuroimaging effects of SCZ, as op-
posed to an effect that may occur across many neuropsychiatric
diagnoses. As noted, none of the SCZ effects were observed in
our independent BD sample. Thus, SCZ effects may reflect an
underlying neuropathology that unique to this clinical pop-
ulation. This theory is supported by the identified relationship
between FPCN-DMN connectivity and positive SCZ symptom
severity (SI Appendix, Fig. S5). Future investigations should ex-
amine if some SCZ effects might be shared among BD patients
that also present with co-occurring psychosis (22) or similar
functional connectivity profiles (22, 25, 88). This represents an
important opportunity for future computational psychiatry studies
that extend models of neuropsychiatric disease to explain symptoms
cross-diagnostically (89).

Implications for Treatment Development. It is therapeutically rele-
vant to determine whether SCZ arises from a global disruption,
with preferential network-level effects, or alternatively stems
from regionally localized disruptions. Antipsychotic medications
predominantly target dopaminergic and serotonergic signaling in
the striatum (90-92) and are effective for treating psychosis. In
contrast, the devastating cognitive deficits in SCZ may relate to
abnormal glutamatergic signaling (93, 94) upstream of the do-
paminergic dysregulation (5). Our simulations have further shown
that distinct patterns of recurrence can impact severity of E/I im-
balance effects across regions. Consequently, this may necessitate
fine-tuned glutamateric treatments for functionally distinct cortical
areas. It will be critical for future studies to explore such treatment
considerations. Computational studies that simulate translational
therapies and the effect of such “compensations” on the network
disruptions may therefore inform rationally guided therapeutic
design for psychiatric illness.

Broader Clinical Implications. Present results, showing that regional
differences in recurrent excitation can produce differential vul-
nerability to disinhibition, have several broader implications.
First, pharmacological neuroimaging agents may impact neural
E/1 balance. Thus, it may be necessary to characterize effects of
these agents on a network-by-network basis because of variations
in recurrent dynamics. Second, our findings suggest key consid-
erations for neurodevelopmental studies. For example, changes
in synaptic density and cortical gray matter volume occur during
maturation (95), with the association cortex undergoing gray
matter volume loss only at the end of adolescence, coinciding
with peak age of SCZ onset. Furthermore, SCZ and NMDAR
hypofunction disturbances have similar age-dependency profiles:
administering NMDAR antagonists in high doses triggers psy-
chotic symptoms in adults but not children (96). Our findings
suggest that ordinary developmental changes in the association
cortex could alter local recurrent dynamics and consequently
alter vulnerability to NMDAR-mediated changes in E/I. Indeed,
studies support the link between elevated recurrent excitation in
association regions and their increased NMDAR/AMPAR ratio
(97). These findings may link evolving dynamical properties of
the developing brain and the age-dependency of SCZ onset.

Limitations. Our modeling and clinical effects need to be con-
sidered with some important caveats. First, the current model
still maintains a cortico-centric architecture and does not in-
corporate subcortical pathways (98). Although the current ar-
chitecture generated predictions for cortical network effects in
SCZ, incorporating cortico-striatal-thalamic loops will be critical
for future studies to allow testing of subcortical mechanisms,
especially “functional neurotransmitter loops” incorporating ef-
fects of dopamine and other neurotransmitters not explored in
our model (additional discussion in S Appendix). As noted, some of
the presented effects were correlated with medication dose at the
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time of the scan. This may reflect disease severity (as more symp-
tomatic patients typically receive higher antipsychotic doses). Of
note, our observations of BD patients receiving atypical antipsy-
chotics did not suggest a medication confound (SI Appendix, Fig.
S10). Nevertheless, studies in medication-naive patients will be vital.
Also, it is important to consider that our simulations assumed no
structural differences between groups and instead generated pre-
dictions based on functional parameters. Given possible interareal
anatomical connectivity alteration in chronic SCZ patients (99),
future work that uses whole-brain probabilistic tractography ap-
proaches (100) will be key to generate appropriate modeling con-
straints across groups to improve model fits.

Conclusion. This study addresses an explanatory gap between
observations of widespread cellular pathology and preferential
network-level neuroimaging abnormalities in SCZ. Our biophys-
ical simulations of elevated E/I predicted increased functional
connectivity in SCZ. This was confirmed empirically in SCZ, but
appeared to preferentially impact association regions. To cap-
ture these observations, we integrated regional functional dif-
ferences into the model; this produced preferential functional
connectivity and variance disruptions in association regions in
the model under elevated E/I, which we confirmed empirically in
SCZ patients. Collectively, our findings advance a parsimonious
mechanism bridging preferential network-level disruptions in
SCZ with a potentially global pathology. In doing so, we present
a framework for hierarchical functional disturbance in SCZ,
which may help to inform future treatment and neuroimaging
biomarker refinement.

Experimental Procedures

Participants. Here we studied two independent clinical samples: (i) 161
chronic SCZ patients and 164 demographically matched HCS (S/ Appendix,
Table S1) recruited from the Olin Neuropsychiatry Research Center and from
a publicly distributed dataset provided by the Center for Biomedical
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Research Excellence (fcon_1000.projects.nitrc.org/indi/retro/cobre.html); and
(ii) 73 patients diagnosed with BD and 56 HCS also recruited from the Olin
Neuropsychiatry Research Center (25) (SI Appendix, Table S2). Across sam-
ples, all subjects met identical neuroimaging exclusion criteria, underwent
identical preprocessing, quality assurance, and analyses (see S/ Appendix for
full recruitment details). Across all samples we accomplished matching on a
number of relevant variables, ensuring comparable between-group de-
mographics. For additional comprehensive procedures regarding subject
selection, inclusion/exclusion criteria, group matching, medication, and
symptom analyses, please see S/ Appendix.

Neuroimaging Methods. For a full description of neuroimaging acquisition,
preprocessing and analysis details please see SI Appendix.

Computational Modeling. We used a validated computational model of
resting-state functional connectivity (18, 42, 43), extending a local circuit
model (46) to coupled large-scale networks. The 66 nodes of our model are
each composed of separate excitatory (E) and inhibitory (I) pools, repre-
senting local excitatory and inhibitory neurons. The E pools are coupled
through an interareal anatomical connectivity matrix, derived from diffusion
tractography in humans (48). The inhibition strengths of the | pools vary by
node to maintain a uniform baseline firing rate in E cells (~3 Hz). Our current
model closely follows the feedback inhibition control model reported by
Deco et al. (42), except that we also include a globally shared noise com-
ponent corresponding to empirically observed global signals (GS) in resting-
state fMRI studies (18). Complete modeling details are presented in the
SI Appendix.
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