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Abstract. The objective was to characterize the changes seen from incident Monte Carlo-based scatter dis-
tributions in dedicated three-dimensional (3-D) breast single-photon emission computed tomography, with
emphasis on the impact of scatter correction using the dual-energy window (DEW) method. Changes in scatter
distributions with 3-D detector position were investigated for prone breast imaging with an ideal detector. Energy
spectra within a high-energy scatter window measured from simulations were linearly fit, and the slope was used
to characterize scatter distributions. The impact of detector position on the measured scatter fraction within vari-
ous photopeak windows and the k value (ratio of scatter within the photopeak and scatter energy windows)
useful for scatter correction was determined. Results indicate that application of a single k value with the
DEWmethod in the presence of anisotropic object scatter distribution is not appropriate for trajectories including
the heart and liver. The scatter spectra’s slope demonstrates a strong correlation to measured k values.
Reconstructions of fixed-tilt 3-D acquisition trajectories with a single k value show quantification errors up to
5% compared to primary-only reconstructions. However, a variable-tilt trajectory provides improved sampling
and minimizes quantification errors, and thus allows for a single k value to be used with the DEWmethod leading
to more accurate quantification. © 2015 Society of Photo-Optical Instrumentation Engineers (SPIE) [DOI: 10.1117/1.JMI.2.3.033504]
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1 Introduction
With a variety of available tracers, including those labeled with
Tc-99m (140.6-keV gamma ray), nuclear medicine molecular
imaging offers the ability to image various functional aspects
of tissue or tumors. In breast imaging with Tc-99m sestamibi
(MIBI), such as that used in planar molecular breast imaging
(MBI), this information may lead to improved detection or clas-
sification of suspicious regions within the breast.1–5 The contrast
due to regional radiotracer uptake differences and, in the case of
volumetric imaging with single-photon emission computed
tomography (SPECT), the potential to accurately quantify radio-
tracer uptake noninvasively provide a useful tool for improved
disease diagnosis and patient breast health care. Accurate quan-
tification with a fully three-dimensional (3-D) imaging system
can offer a more detailed radiotracer distribution and corre-
sponding uptake values, potentially yielding improved diagnosis
and more precise therapeutic monitoring for patients.6,7 Current
clinical practice utilizes relative image contrast metrics for diag-
nosis and therapeutic monitoring, due to the limitations of planar
MBI systems which are incapable of absolute quantification.
Imaging the breast with a system capable of accurate absolute
quantification will both ensure relative contrast measurements
are truly representative of radiotracer distribution and could pro-
vide a quantitative metric that may be used to develop thresholds
for diagnosis.

For accurate quantification of radiotracer uptake, corrections
for the effects of scatter and attenuation are necessary. Scattered
photons that are detected by the gamma camera degrade image
contrast and reduce quantification accuracy when included in the
photopeak energy window.8 Indeed, even for systems incapable
of absolute quantification, any relative contrast measurements are
impacted by scattered photons. In the case of imaging with Tc-
99m, Compton scatter results in the detection of photons with
energy below 140-keV emission. Using energy discriminating
detectors, along with limited range energy windows, allows for
the rejection of many of these events. The photopeak windowed
events, however, may still be contaminated by the scatter signal in
detectors with finite energy resolution.

The relative impact of scatter for compressed breast molecu-
lar breast imaging (MBI) using Tc-99m sestamibi has previously
been investigated.9,10 However, similar studies for tomographic
(and semitomographic) imaging of a prone breast have not been
performed. Several groups, including our lab, have investigated
breast SPECT as a tool for improved detection, diagnosis, or
treatment monitoring.11–18 Additionally, both nontraditional
acquisition trajectories and variable-angle collimators with dedi-
cated breast SPECT have shown promise for improved lesion
detection,11–13,18 but these data acquisition methods may involve
inclusion of high-activity regions outside of the breast.19

Examples of possible SPECT trajectories utilized in our lab
are shown in Fig. 1, including vertical axis of rotation
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(VAOR), tilted parallel beam (TPB), and projected sine wave
(PROJSINE).11,12 Truly, any arbitrary trajectory in a hemispheri-
cal geometry is possible with the dedicated breast SPECT sys-
tem in our lab.11–13 Understanding the impact of scatter in
projections from these nontraditional trajectories is necessary
for the application of any scatter correction method for quanti-
tative imaging.

Several scatter correction methods have been employed in tra-
ditional SPECT systems,9,19–25 including Monte Carlo estima-
tion,19 spatial deconvolution,20 and dual-energy window (DEW)
subtraction methods.19–25 Among these, the DEW method has
offered a balance between accuracy and ease of implementation,19

especially in scatter correction of nonuniform distributions. The
DEW scatter correction method is reasonably straightforward: it
relies on the assumption that the amount of scatter contaminating
the photopeak measurement can be estimated by a fixed fraction
of the total events detected within a lower energy “scatter win-
dow.” This fixed fraction (k value) is determined through a series
of calibration experiments and is used when subtracting the
images created from the photopeak and scatter window measure-
ments. Thus, the equation for utilizing the DEW method is

EQ-TARGET;temp:intralink-;sec1;63;125Truei;j ¼ Photopeaki;j − k · Scatteri;j;

where for projection pixel i, j, True is the estimated number of
primary emission events in the photopeak window, and
Photopeak and Scatter are the total number of events in the photo-
peak and scatter energy windows, respectively. Previous studies

have shown the DEW method to be effective and robust
for estimating and correcting scatter for traditional SPECTacquis-
itions when calibrated with geometries comparable to the
anatomy being imaged.19,21 However, this method of scatter cor-
rection assumes a constant shape of the detected scatter distribu-
tion profile, with any changes in scatter being reflected only in the
total number of integrated events within the lower energy win-
dow. For simple, uniform geometries, even those containing non-
uniform activity distributions, this assumption is reasonable since
all activity is contained within the entire field of view (FOV).
However, for imaging geometries (camera and clinical object)
with activity outside of the FOV, especially in systems utilizing
small FOV cameras and nontraditional acquisition trajectories,
this assumption may no longer be valid.

For the relevant photopeak energy range in breast SPECT
using Tc-99m, Compton scatter is the dominant degradative
interaction within the breast, resulting in photon scattering
with energy loss that degrades image quality and quantification
capability. The probability distribution for scattering angles at
140 keV, as predicted by Klein–Nishina cross sections (Fig. 2),
illustrates preferential low-angle (forward) scattering of pho-
tons. The probability of a given scattering angle approximately
doubles from 60 deg to ∼0 deg, with only minor energy losses.
In traditional (e.g., simple circular) trajectories, which contain
the source(s) in every projection, the detected scatter distribution
is fairly uniform at each detector position; however, in nontradi-
tional trajectories, with asymmetric source geometry, the pref-
erential forward scattering events with minimal energy loss may

Fig. 1 (a) Illustration of a gamma camera (rectangle), pendant breast (hemiellipsoid), and detector
acquisition trajectory (ring) about the breast. (b) Associated polar plots of the three breast SPECT acquis-
ition trajectories utilized in our lab. Polar plots give the detector tilt (radius from center) as a function of
azimuthal 360-deg position around the breast. Both the vertical axis of rotation (VAOR) and tilted parallel
beam (TPB) trajectories have fixed detector tilts, whereas the 60-deg offset PROJSINE trajectory utilizes
a sinusoidal varying tilt. Note that the example TPB plot is for a fixed tilt of 30 deg, but the detector tilt may
be set to any arbitrary fixed or dynamically varying polar angle.
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change the true ratio of scattered events in the energy windows.
Significant changes in detected scatter distributions may require
trajectory-dependent k values with the application of the DEW
method.

In this study, we characterize the scatter distribution incident
on a compact gamma camera when imaging the prone breast
with dedicated breast SPECT through Monte Carlo simulations.
Both traditional and nontraditional acquisition trajectories, such
as those possible with the SPECT subsystem of our dedicated
breast SPECT-CT system,11 are included to determine the
change in the incident scatter distribution on a detector as a func-
tion of detector position. The impact on the application of the
DEW scatter correction method with various acquisition trajec-
tories is also investigated.

2 Materials and Methods
To investigate changes in detected scatter distributions, a model
of our dedicated breast SPECT system was created using the
Monte Carlo N-Particle version 5 simulation package (MCNP5,
Los Alamos National Lab). MCNP5 offers the ability to simu-
late gamma cameras by constructing accurate geometric models,
complete with un/matched collimator, and tally detected events.
Simulations can be designed to be independent of degrading
detector effects that make distinguishing between scattered
events (both within the organ and detector) and primary events
through energy resolution discrimination difficult or impossible
in physical detectors.

In these MCNP5 simulations, an ideal (perfect energy reso-
lution and absorption efficiency) compact 16 × 20 cm2 gamma
camera was modeled. The ideal detector performance allows for
the measurement of true incident photon energy distribution, in-
dependent of detector material type or performance characteris-
tics. The detector size was chosen to match the gamma camera
utilized in our lab, which is comparable to that of other MBI
systems.1–5,9 The detector was divided into 64 × 80 individual
detector elements. A 2.54-cm-thick hexagonal parallel hole
lead collimator with 0.2-mm septa and 1.22-mm flat-to-flat
holes was also designed to match the dimensions of our physical
gamma camera. To verify the model geometry, a point source

was simulated, and the percentage of detected primary emis-
sions (geometric sensitivity), g, was compared to the expected
value calculated from the following equation:

EQ-TARGET;temp:intralink-;sec2;326;441g ≈ K2ðd∕leffÞ2½d∕ðdþ tÞ�2 × 100%;

where d is the hole diameter, leff is the effective collimator
length, t is the septa thickness, and K is a coefficient to account
for the hole shape.26 For this collimator geometry, the value of K
is ∼0.26. The resulting measured geometric sensitivity was
0.0124%, which compares favorably with the expected calcu-
lated geometric sensitivity of 0.0123%.

For simulating the anatomy, an elliptical cylinder was used as
the basis of the patient’s torso. The cylinder was positioned and
dimensions were designed to mimic actual patient positioning
above a radiopaque bed, which minimizes signal from anatomy
outside the desired FOV. Additionally, the heart and liver were
simulated using simple cylinders within the torso. These organs
are important to include due to the preferential clinical uptake of
MIBI in these organs (Table 1) and their proximity to the
breast.10,27 The torso, liver, and heart tissues were modeled as

Fig. 2 Polar plots for 140-keV photons incident from the left of (a) Klein–Nishina scattering probability
cross sections (radius is interaction probability in millibarns) and (b) resultant photon energy (radius in
keV) as a function of scatter angle. The cross sections illustrate the preferential low angle scattering,
which results in minimal loss of photon energy. For example, a scattering angle of �36 deg results
in only an 8-keV loss of photon energy.

Table 1 Component characteristics of simulated anatomy.

Component/
organ Shape

Diameter
(semi-major/

minor
axis) (cm)

Volume
(cm3)

Relative
activity

concentration
(COrgan)

Breast Hemiellipsoid (10∕6) 754 1

Torso Elliptical cylinder (22.86∕11.43) 25447 1

Liver Cylinder 9 1272 12

Heart Cylinder 8 251 12

Small lesion Sphere 1 0.52 6

Large lesion Sphere 4 33.5 6
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tissue-equivalent materials.28 For the breast, a symmetric hemi-
ellipsoid with semimajor and semiminor axis lengths of 10 and
6 cm, comparable to the average observed pendant breast size,29

was placed at the center of rotation, excluding the volume of the
ellipsoid intersecting the torso. The breast composition was
modeled separately as breast tissue.28 In addition to these
four organs, small (1-cm diameter) and large (4-cm diameter)
spherical lesions were also individually modeled and centered
in the breast. Both were included to determine the effects of
a localized high-uptake region within the common FOV. The
small lesion is representative of the size of a potential target
of interest with breast imaging and is more likely to be obscured
or otherwise impacted by uncorrected scattered photons in the
reconstruction. The large lesion represents a “worst case” sce-
nario for inclusion of a high-uptake region in the common FOV.
While such a large lesion would be easily identified, the large
number of relative emissions compared to the breast was
thought to potentially impact the incident scatter distribution
and lead to increased quantification errors.

Figure 3 illustrates the modeled anatomic and imaging geom-
etry. The gamma camera was placed at 16 evenly spaced azimu-
thal (θ ¼ 0 to 360 deg) positions about the axis of rotation,
and four fixed polar tilt (ϕ ¼ 0 to 45 deg) angles parallel to
or tilting with respect to the rotation axis (e.g., from a vantage
perpendicular to the equatorial diameter, to polar tilt angles
closer to the southern pole of the hemisphere) (Fig. 4). These
positions simulate a range of possible SPECT acquisition trajec-
tories, including one nontraditional trajectory possible with our
SPECT system. These trajectories include a simple circular
orbit, with the detector varying in azimuthal position only
(θ), as well as more complex positions that utilize detector
tilt (ϕ) to obtain projections into the chest wall. With traditional
SPECT systems, the gamma camera is required to orbit the
patient’s full thorax,30 resulting in reduced resolution compared
to that possible with a dedicated prone breast imaging system.
Tilted projections are comparable to the use of slanted collima-
tors, which can accomplish a similar function in imaging into
the chest wall as they rotate around the pendant breast,16,18,31,32

with two key differences: an untilted camera with slant-hole

collimator will have a varying spatial resolution with respect
to the shape of a pendant breast, whereas a tiltable camera
with parallel hole collimator has an overall more uniform spatial
resolution when viewing the same breast; and variable tilt tra-
jectories, such as those possible with our breast SPECT system,
can provide nearly complete sampling of the pendant breast
volume beyond that of a fixed-tilt or slant-hole collimator
systems.30,33,34 Furthermore, while stationary or rotating slant-
hole-type collimators have vastly improved sensitivity, their res-
olution is highly compromised, and small object visualization is
difficult at best.16,31,32 Additionally, a constrained nontraditional
trajectory was developed based on the results of the detected
scatter distributions. This trajectory is more like the multilobed
sinusoidal trajectory that we employ for clinical scanning35 that

Fig. 3 Illustration of simulation geometry including radiopaque patient bed. (a) Lateral view of simulated
prone patient geometry indicating the polar tilting angle (ϕ) of the detector. (b) Posterior–anterior view of
geometry indicating the azimuthal rotation angle (θ) and illustration of the hexagonal parallel-hole colli-
mator. (c) Superior–inferior view showing the intersection of the elliptical-cylinder torso and breast.

Fig. 4 Polar plots of five trajectories simulated from the detector posi-
tions with the radius indicating detector tilt (ϕ ¼ 0 to 45 deg) about the
θ ¼ 0 to 360 deg azimuth. These trajectories were used for determin-
ing the impact of changes in the scatter distribution on the application
of the dual-energy window (DEW) method. Four trajectories utilize a
fixed detector tilt. The variable trajectory was created to minimize
direct views of the heart and liver, as is typically done on our physical
system for patient imaging. The projection orientation relative to the
patient anatomy is also given for three detector positions.
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has both more complete sampling of the volume of interest
(VOI), while avoiding hindrances about the pendant breast
and also allowing views into the chest wall region.

At each position, the detector face was placed 1 cm away
from the tangent edge of the breast as is done for clinical im-
aging. Close proximity to the breast is desired in SPECT imag-
ing to minimize distance-dependent resolution degradation.
Each organ was simulated independently with 8 × 108 generated
histories emitted isotropically from each organ at each detector
position, resulting in independent data sets for every detector
location.

The simulated energy spectra for each organ at each detector
position were then appropriately scaled to match their relative
activity concentrations (Table 1), yielding simulations compa-
rable to 3× observed clinical uptake.35 The results from each
organ were then summed to create total energy spectra at
each detector position. While this method of generating total
spectra does not result in clinically proportional noise, it does
generate relatively low noise energy spectra useful for character-
izing the true underlying shape of the scatter distribution. Each
detector position required 2 h∕organ on a computer with
3.6 GHz with 12-core processors and 32GB of RAM, resulting
in approximately 42 CPU-days of processing time.

The scatter distribution within each spectrum was analyzed
by first linear fitting the scatter within the 113- to 139-keV
range. This energy range was chosen due to both a qualitative
assessment of the spectra, indicating this region is approxi-
mately linear, and the energy range being most relevant to scat-
ter correction using the DEW method. The slope of the fitted
scatter energy range was used to characterize changes in
detected scatter, with larger slopes indicating an increase in
detected low angle, high-energy scattered photons. The percent

of the detected scatter from each organ was determined to iden-
tify dominant sources at each detector position.

True scatter within several potential photopeak energy win-
dows (�4%, �7.5%, �10%) was calculated at each detector
position. The scatter measurements in the photopeak window
indicate the true incident scatter on the detector at each position
in the absence of detector and electronics effects (i.e., real mea-
surements) that degrade energy resolution. Understanding the
potential relative impact of scatter within a chosen photopeak
energy window is important for quantitative imaging. Higher
percentages of scatter in the photopeak window result in reduced
contrast and poorer quantification.

In real measurements with our cadmium zinc telluride-based
SPECT system, we have a typical energy resolution of 6.7%
FWHM, so we use a �4% window (�6 keV) for imaging
about the 140-keV photopeak. Thus, the rest of the analysis met-
rics will focus on the parameters typically utilized clinically, but
the general trends may be extended to alternative energy win-
dows. The ratio of scatter within a photopeak (≥134 keV) and
lower (123� 10 keV) energy windows was calculated to deter-
mine the k value, as given in the following equation:

EQ-TARGET;temp:intralink-;sec2;326;503k ¼ PhotopeakScatter∕LowerScatter;

where PhotopeakScatter is the total number of true-scattered
events detected ≥134 keV and LowerScatter is the total number
of true-scattered events detected in the range of 113 to 133 keV.
The k value was calculated at each detector position to determine
the impact on the application of the DEW method. The corre-
lation between the previously measured slope and the k values
was determined in order to explore the potential of a projection-
dependent k value being estimated from the spectral slope. Last,

Fig. 5 Example scaled, low-noise simulated projections at various indicated polar detector tilts and fixed
225-deg azimuthal angle. As the polar tilt increases, the detector begins to acquire direct views of the
heart, liver, and torso, which contribute significantly to the detected events. The radiopaque patient bed
minimizes contribution from the other organs near the edges of the field of view (FOV). However, it cannot
prevent contamination from the anatomy directly behind the breast in the FOV. Note that the projections
were generated by scaling component spectra according to their relative activity concentration, which
results in nonproportional noise contributions from each organ. (a) No lesion, (b) 1-cm lesion, (c) 4-cm
lesion.
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simulated projections were used to reconstruct four sample
SPECT trajectories with fixed detector tilts, and one with var-
iable tilts (15 to 45 deg) (Fig. 4). Reconstructions were per-
formed with OSEM (five iterations, four subsets). Projections
were created using both primary-only and DEW-corrected pho-
topeak energy window data using a single k value. Primary-only

and DEW-corrected reconstructions were compared to deter-
mine the effects of a single k value on quantification accuracy
and image noise in trajectories that may include direct views of
the heart and liver.

3 Results
Figure 5 shows example projections obtained from the simula-
tions after normalizing for relative organ uptake. The images
show that the heart and liver remain outside of the FOV until
the camera is tilted by more than 15 deg.

Figure 6 gives an example of detected spectra from four
detector positions, with linear fits of the scatter regions. The
slopes of the linear fits are used to characterize the scatter dis-
tributions as a function of detector position.

The results of the change in slope for each detector position
are shown in Fig. 7, including the conditions with and without
the 1- and 4-cm diameter imbedded lesions. As indicated in
Fig. 4, the 0-deg position corresponds to the detector facing
along the inferior–superior axis. Increasing azimuthal angles
simulate clockwise rotation (as viewed from the patient)
about the posterior–anterior axis through the center of the breast;
this progression yields left lateral, superior–inferior, and right
lateral projections, as well as several intermediate projections
necessary for tomography. The out-of-field or nontarget organs
are viewed 180 deg opposite to the location of the plotted

Fig. 6 Example of total spectra with corresponding linear fits from
simulations. The linear fit range corresponds to the >113-keV scatter
energy range. Characteristic x-rays from the lead collimator are also
seen in the spectra. Note that these spectra are composed entirely of
scattered events; the monochromatic 140-keV photopeaks are off
scale (>103) and not shown in order to better visualize the fitted scat-
ter region.

Fig. 7 Polar plots of fitted slope of scatter region of total spectra for each simulated fixed-tilt and variable
tilt trajectory. The radius for each trajectory position indicates the slope from the linear fit of the scatter
region. (a) No lesion, (b) 1-cm lesion, (c) 4-cm lesion.
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azimuthal position due to the natural opposed displacement of
the object in the camera’s line of sight.

The percent contribution from each source to the fitted scatter
energy range was also calculated to determine the primary ori-
gins of scattered events and their impact on the detected spec-
trum at each detector. The plots in Figs. 8–10 show the measured
contribution from each source organ simulations with and with-
out the 1- and 4-cm lesions.

Additionally, while the previous figures illustrate the percent
contribution from each organ to the 113- to 139-keV scatter
energy range, Table 2 gives the average scatter fraction within
various photopeak energy windows for each simulated trajec-
tory. Here, we define the scatter fraction as

EQ-TARGET;temp:intralink-;sec3;63;139Scatter fraction ¼ PhotopeakScatter∕PhotopeakTotal;

where PhotopeakScatter is the number of true-scattered events
within the given photopeak energy window and PhotopeakTotal
is the total number of detected events (primary + scatter) in the
same energy window. These values indicate the relative amount
of signal within a given photopeak window that are truly scat-
tered events incident on the detector. Note that due to the

simulation of an ideal detector with perfect energy resolution,
all incident photons have measured energies at or below the
140-keV emission. No differences were seen with the inclusion
of 1- or 4-cm lesions.

For application to the DEWmethod, the most important met-
ric for the scatter distribution is the ratio of the scatter within the
physically utilized photopeak (140� 6 keV) and abutting scat-
ter (123� 10 keV) energy windows used in the real detector. To
determine the impact on detector position on our DEW correc-
tion, the Monte Carlo data were processed to calculate the ratio
of scatter in our typically used scatter and photopeak windows
(k value). The k value was calculated at each position for five
simulated trajectories (Fig. 4): 0 deg, 15 deg, 30 deg, and 45 deg
fixed tilt trajectories, as well as a variable tilt trajectory that min-
imizes direct views of the heart and liver,27 and is currently used
in all clinical studies with our system.35 Figure 11 shows plots of
the measured k values at each detector position for the simulated
trajectories. Table 3 gives the average k value for each trajectory,
as well the average k value for projections with and without
direct views of the heart and liver (with/without primary events
detected from these organs).

Fig. 8 Polar plots of percent contribution from each organ to the total measured scatter within the 113- to
139-keV energy window. Results from each organ are plotted as a function of detector position for
simulation without a lesion. (a) ϕ ¼ 0 deg, (b) ϕ ¼ 15 deg, (c) ϕ ¼ 30 deg, (d) ϕ ¼ 45 deg.
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The data show that as long as the complete object being
viewed is in the FOV for all projections (i.e., the 180-deg
view contains nearly the same anatomy as the conjugate 0-
deg view), a constant k value can be used, whereas if the object
contents of the FOV change due to the inclusion of views con-
taining high-uptake organs, then the k value can vary substan-
tially (0.3 to 0.5) across projections within a single trajectory
depending on the detector position. Furthermore, a strong cor-
relation between the measured slope of the scatter distribution
and the k value is observed in both no-lesion and lesion simu-
lations, with correlation coefficients of ∼0.90. Figure 12 shows
parametric plots of the measured slope and k values at every
detector position across all trajectories.

Last, the highly undersampled simulated projections were
reconstructed to estimate the effects of changes in detected scat-
ter distributions when using a single global k value. Two sets
of the five simulated trajectories were iteratively recon-
structed using OSEM to five iterations with eight subsets on
a 150 × 150 × 150 grid with 2.5-mm isotropic voxels (Fig. 13).
The first set projections utilized true primary events, represent-
ing the ground truth for the given trajectory and reconstruction

parameters. The second set used projections created with the full
140� 6 keV energy window. The scatter within the projections
was corrected using the DEW method with a fixed k value of
0.33 (from Table 3 at ϕ ¼ 0 deg). A large VOI was centered
within the no-lesion images in each reconstructed pair, and
the percent difference in mean between regions of interest
(ROI) measurements was determined. In the 1- and 4-cm lesion
images, two VOIs were used for the same measurement: one
within the lesion and one background measurement around
the lesion. Results given in Table 4 show that regardless of tra-
jectory, differences in the mean are relatively minor, with errors
up to 5% compared to primary-only images in the lesion-free
and/or 4-cm lesion measurements. Results are somewhat
more variable for the 1-cm lesion, likely due to the smaller
VOI and small number of projections used in the reconstruction.

4 Discussion
As seen in Fig. 7, results from the linear fits of the scatter dis-
tribution show an increase in slope of the scatter spectrum with
detector tilt, especially for projections including the heart and
liver within the FOV. Due to the forward-scattering bias of

Fig. 9 Polar plots of percent contribution from each organ to the total measured scatter within the 113- to
139-keV energy window. Results from each organ are plotted as a function of detector position for sim-
ulation with a 1-cm lesion. (a) ϕ ¼ 0 deg, (b) ϕ ¼ 15 deg, (c) ϕ ¼ 30 deg, (d) ϕ ¼ 45 deg.

Journal of Medical Imaging 033504-8 Jul–Sep 2015 • Vol. 2(3)

Mann and Tornai: Characterization of simulated incident scatter and the impact on quantification. . .



Compton events given 140-keV incident gamma rays, an
increase of low angle, relatively high-energy scattered photons
originating from the liver and heart are counted at extreme detec-
tor tilts. No significant differences in trends are seen with the
inclusion of a 1- or 4-cm diameter lesion embedded in the
breast. The asymmetry of the values from the fitted slope
with various detector positions reveals the challenges with
using nontraditional trajectories for quantification. An analo-
gous situation might be where a traditional SPECT gamma cam-
era uses a short focal length fan- or cone-beam collimator and
has incomplete (truncated) projection views of a patient, such as
in cardiac scanning.

The percent scatter plots (shown in Figs. 8–10) illustrate the
primary source of the changes in detected scatter distributions
for all views about the breast. With a traditional, simple circular
orbit used in the fits, the breast dominates the total detected scat-
ter within the 113- to 139-keV range. More than 75% of the
detected scattered events originated from the breast itself (or
breast and lesion) when the detector was positioned with 0-

Fig. 10 Polar plots of percent contribution from each organ to the total measured scatter within the 113-
to 139-keV energy window. Results from each organ are plotted as a function of detector position for
simulation with a 4-cm lesion. (a) ϕ ¼ 0 deg, (b) ϕ ¼ 15 deg, (c) ϕ ¼ 30 deg, (d) ϕ ¼ 45 deg.

Table 2 Average scatter fraction of typically used photopeak energy
windows. Scatter fraction values indicate the relative number of sig-
nals within each defined photopeak window that are true scatter
events incident on the detector.

Detector
tilt

Photopeak energy window width

�4% (≥134 keV) �7.5% (≥129 keV) �10% (≥126 keV)

0 deg 0.09 0.14 0.17

15 deg 0.10 0.15 0.18

30 deg 0.12 0.19 0.22

45 deg 0.15 0.23 0.26
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deg tilt to completely and only view the breast in all projections.
Similar results have been shown for planar, compressed breast
imaging modalities.9,10 However, at large polar tilts >15 deg,
certain azimuthal positions around the breast result in signifi-
cant, even dominant, asymmetric contributions from the heart
and liver. These significant contributions match with views hav-
ing increased slope (Figs. 6 and 7), indicating that the primary
causes of the change in scatter distributions are due to events
originating from the liver and heart when included in the
FOV. The addition of large, insufficiently sampled contributions
from other organs at specific detector positions may impact the
ability to employ the DEW method for quantification. More
complete sampling, such as from other views that do not
have confounding information or when the data out of the cam-
era’s FOV is measured another way30 would aid in estimating
those contributions.

Contamination of the typically used photopeak energy win-
dows (�4%, �7.5%, and �10%) were measured by computing
the fraction of scatter within the photopeak (Table 2). Average
scatter fraction values ranged from ∼0.09 to 0.26 depending on

Fig. 11 Polar plots of measured k value as a function of detector position. The k value (radial component
of the data) increased at detector positions with direct views of the heart and liver, which may impact the
application of the DEWmethod using a single global k value. Note the relatively constant k value for the
variable trajectory. (a) No lesion, (b) 1-cm lesion, (c) 4-cm lesion.

Table 3 Average measured k values from each simulated trajectory.
Also provided are the mean k values for projections with and without
direct views of the heart and liver, regardless of detector position.

Projections No lesion 1-cm lesion 4-cm lesion

ϕ ¼ 0 deg 0.33� 0.02 0.33� 0.02 0.36� 0.02

ϕ ¼ 15 deg 0.34� 0.02 0.34� 0.02 0.36� 0.02

ϕ ¼ 30 deg 0.37� 0.05 0.38� 0.05 0.39� 0.04

ϕ ¼ 45 deg 0.40� 0.06 0.40� 0.06 0.40� 0.06

Variable 0.34� 0.02 0.34� 0.02 0.36� 0.02

No heart/liver 0.34� 0.02 0.34� 0.03 0.36� 0.02

With heart/liver 0.45� 0.04 0.45� 0.04 0.45� 0.04
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detector tilt and choice of photopeak energy window, which
compares well with others’Monte Carlo studies for compressed
breast imaging.9 Larger scatter fraction values are observed
for projections including the heart and liver, revealing the
impact that these high-uptake source organs have in some tilted
projections. Proper correction of these photopeak energy win-
dow measurements is necessary for maximizing quantification
accuracy.

To that end, the k value was calculated to determine if the
observed changes in the scatter distribution may significantly
affect application of the DEW method. The energy ranges for
the photopeak window and scatter window (113 to 133 keV)
were chosen to match those used on our clinical SPECT system.
The ratio of scatter within these windows was calculated
(Fig. 11). The results show that the k value is largely unchanged,
regardless of detector tilt and azimuthal position, except at posi-
tions including direct views of the heart and liver. With the heart

and liver within the FOV, the large changes observed in the scatter
distribution play a significant role in the k value. The average k
value in projections excluding the heart and liver is 0.34, whereas
the average k value for the inclusive projections is 0.45. No sig-
nificant differences are seen with the presence of a 1-cm and 4-cm
centrally located breast lesion. A strong correlation is seen
between the fitted slopes and the measured k values (Fig. 12),
indicating that a simple linear fit to the scatter region serves as
a potential surrogate for estimating significant changes in the
true k value. This may allow for a projection-dependent k value
to be estimated directly from the energy spectra, improving scatter
correction for studies involving large scatter fractions.

The large shift in the k value reveals potential problems when
using the DEW method when applied to nontraditional trajec-
tories with projections including undesirable or intermittently
viewed regions of high radiotracer uptake. Inclusion of projec-
tions with significantly different scatter distributions may yield a
poor estimate of the scatter within the photopeak with a single k
value. To estimate the effects in reconstructions, the data from
simulated trajectories (i.e., circular trajectories with a fixed tilt
and one with variable-tilt) were reconstructed (Fig. 13). The
reconstructions included: (1) primary-only projections as the
reference for each trajectory and (2) primary + scatter projec-
tions that were then corrected with the DEW method using a
fixed k value determined from the average of projections exclud-
ing the heart and liver. Because of the known sampling insuffi-
ciencies of tilted trajectories, especially those with fixed tilt
orbits, and the limited number of projections, the DEW-cor-
rected reconstructions were compared only to the true primary
reconstructions for the same trajectory. The percent differences
between measured mean values were used to characterize effects
of a single k value for all trajectories. Results show that small
inaccuracies of up to 5% are observed when applying a global k
value to all projections, regardless of the inclusion of other high-
uptake organs. Utilization of a variable tilt trajectory that avoids
direct views of the liver and heart minimizes changes in quan-
tification using a global k value. Thus, the variable trajectory
both provides more object volume sampling and better quanti-
fication than large, fixed tilt trajectories when using a single
k value.

Generation of a variable tilt trajectory that avoids views of
the heart and liver was previously implemented on the real
breast SPECT system for patient imaging studies.35 This was
accomplished using a “constrained” PROJSINE trajectory,
which modifies the polar tilts used at positions that would oth-
erwise view the heart or liver. The resulting variable trajectory of
Fig. 4 is very similar to a constrained PROJSINE but one based
on the motivation to use a constant k value for accurate quanti-
tative reconstruction, whereas initially the motivation for the
constrained PROJSINE trajectory was to minimize the “wash-
out” created in some reconstructed images due to the extremely
high uptake of the heart and liver (easily seen in the projections,
Fig. 5). The washout resulted in poorer visualization near the
chest wall, potentially resulting in reduced sensitivity in lesion
detection. Serendipitously, such a trajectory may also offer
improved scatter correction using the DEW method, as quanti-
tatively demonstrated in these studies. By avoiding direct pro-
jections of the heart and liver, a single k value can be used with
the DEW method for nontraditional trajectories with minimal
impact on quantification. This constrained acquisition approach
preserves more complete sampling in the VOI,33,34 minimizes
out-of-FOV activity which can take up radiopharmaceutical,

Fig. 12 Parametric plots of the measured k values versus the slope
of the scatter distribution for all projections showing the highly linear
relationship between the two metrics. (a) No lesion, (b) 1-cm lesion,
(c) 4-cm lesion.
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and with a single k value yields quantitatively accurate SPECT
images.

5 Conclusion
These Monte Carlo simulations illustrate the detailed effects of
out-of-field radioactivity distributions, along with insufficiently
sampled volume data resulting from asymmetric inclusion of
high-uptake regions with nontraditional trajectories. Specific
attention was paid to the detected energy spectral results and
how they vary with vantage views of the asymmetrical object
VOI (the pendant breast geometry). The simulation results
highlight potential problems and one proposed constrained sol-
ution using the DEW scatter correction method with nontradi-
tional acquisition trajectories. These acquisition limitations and

advantages result in changes in the detected scatter distribu-
tions. Correction of the detected scatter from trajectories that
incompletely include high-uptake regions outside the VOI
using the DEW correction method may yield additional quan-
tification inaccuracies. However, carefully planned trajectories
that avoid nontarget high-uptake regions minimize quantifica-
tion inaccuracies. Fitting of the scatter distribution within a lim-
ited upper-energy range showed strong dependence of the k
value on detector position. The k value was shown to increase
with detector tilt, with large increases for projections including
the heart and liver. However, these significant changes in
detected scatter distribution result in modestly reduced quanti-
fication accuracy in reconstructed images. Avoidance of direct
projections of nontarget high uptake organs further minimizes
differences in the scatter distributions, as verified by the
detailed simulation results. For the DEW scatter correction
method, this avoidance of direct projections allows for a single
k value to be used for scatter correction with maximum quan-
tification accuracy. Such an approach using judiciously chosen
vantages of the object VOI and a global k value yields images
without significant artifacts from out-of-field activity distribu-
tions and more quantitatively accurate reconstructed image vol-
umes. Indeed, even in situations where high uptake organs are
not easily avoided, a global k value results in relatively minor
quantification errors due to the low impact of scatter in pendant
breast imaging. Thus, it is possible to use the DEW scatter cor-
rection method to take full advantage of the unique imaging
capability of nontraditional trajectories with minimal deleteri-
ous effects on quantification accuracy and image noise.
Additionally, the strong correlation observed between the mea-
sured slopes of the scattered energy spectra and k values sug-
gests that it may be possible to estimate the k value for
individual projections through spectral fitting, which may pro-
vide a better scatter correction with the DEW method when im-
aging high-scatter anatomy.

Fig. 13 Central sagittal slices from reconstructed images of each fixed-tilt trajectory and the variable tilt
trajectory. (a) No lesion, (b) 1-cm lesion, (c) 4-cm lesion.

Table 4 Comparison of volumes of interests from reconstructed
images using various trajectories. Percent differences in the mean
for each dual-energy window (DEW)-reconstructed dataset are deter-
mined relative to the primary-only reconstruction.

% Difference in mean (DEW versus primary-only)

Trajectory

No lesion 1-cm lesion 4-cm lesion

Background Lesion Background Lesion Background

0 deg 1 −3 0 4 0

15 deg 2 7 1 4 0

30 deg 2 3 2 4 0

45 deg 4 13 4 5 4

Variable 1 −5 1 4 0
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