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intermittent energy resource. [ 1 ]  Concen-
trated solar radiation can be used as the 
source of high-temperature heat to drive 
thermochemical redox cycles for splitting 
H 2 O and CO 2  and produce H 2  and CO. [ 2–5 ]  
Syngas (a mixture of H 2  and CO) is the 
building block of a plethora of chemical 
commodities, such as liquid hydrocarbon 
fuels produced via commercial Fischer–
Tropsch technology. The ability to effi -
ciently convert solar energy to chemical 
energy is determined by the ability of the 
solar receiver–reactor technology to absorb 
concentrated solar radiation in the form 
of high-temperature process heat and by 
the reactive material to utilize this heat to 
generate the fuel. [ 6 ]  In the present article, 
we develop design principles [ 6–9 ]  for metal 
oxide redox materials for an energy-effi -
cient isothermal solar fuel synthesis. How-
ever, the reported thermochemical and 
electronic-structure calculations screen for 
trends in the surface activity and oxygen 
ion conductivity across the periodic table 

that can also be useful for the development of non-noble metal 
catalysts for photochemical water oxidation, [ 10 ]  electrocatalysts 
for CO 2  reduction, [ 11 ]  catalysts for the oxygen reduction reaction 
and oxygen evolution reaction, [ 8,12 ]  and oxygen conductors for 
solid oxide fuel cells (SOFC). [ 13,14 ]  

 To store solar energy chemically, a highly stable molecule 
such as CO 2  or H 2 O is cleaved in two reaction steps of which 
at least one is endothermic and driven by concentrated solar 
heat. Conceptually, CO 2  or H 2 O is fi rst reduced to CO or H 2  
(Equation  ( 1)   or  ( 2)  ) respectively by the oxidation of a reduced 
metal oxide (metal oxide oxidation):

    x C ya b c dM O O M O CO2+ ↔ +   (1)  

    x ya b c dM O H O M O H2 2+ ↔ +   (2) 

 where M is a metal,  a ,  b ,  c , and  d  are metal-specifi c stoi-
chiometric coeffi cients (i.e.,  b  = 2−δ for nonstoichiometric 
CeO 2−δ ), [ 2,4,15 ]  and  x  and  y  are reaction coeffi cients determined 
by  a ,  b ,  c , and  d . 

 In a separate endothermic reaction step referred to as metal 
oxide reduction, the oxygen is abstracted from the solid at an 
elevated temperature with concentrated solar energy (in the 
range of about 1000 °C–1700 °C) and at low partial O 2  pressures 

 The performance of metal oxides as redox materials is limited by their oxygen 
conductivity and thermochemical stability. Predicting these properties from 
the electronic structure can support the screening of advanced metal oxides 
and accelerate their development for clean energy applications. Specifi -
cally, reducible metal oxide catalysts and potential redox materials for the 
solar-thermochemical splitting of CO 2  and H 2 O via an isothermal redox 
cycle are examined. A volcano-type correlation is developed from available 
experimental data and density functional theory. It is found that the energy 
of the oxygen-vacancy formation at the most stable surfaces of TiO 2 , Ti 2 O 3 , 
Cu 2 O, ZnO, ZrO 2 , MoO 3 , Ag 2 O, CeO 2 , yttria-stabilized zirconia, and three 
perovskites scales with the Gibbs free energy of formation of the bulk oxides. 
Analogously, the experimental oxygen self-diffusion constants correlate 
with the transition-state energy of oxygen conduction. A simple descriptor 
is derived for rapid screening of oxygen-diffusion trends across a large set 
of metal oxide compositions. These general trends are rationalized with the 
electronic charge localized at the lattice oxygen and can be utilized to predict 
the surface activity, the free energy of complex bulk metal oxides, and their 
oxygen conductivity. 

  1.     Introduction 

 Utilizing the full spectrum of sunlight on a large scale requires 
technologies for the concentration and storage of this dilute and 
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(Equation  ( 3)   or in the presence of a reducing gas to produce 
further quantities of syngas (Equation  ( 4)  ):

    
y xc d a bM O M O

1

2
O2↔ +

  
(3)

  

    y xc d a bM O CH M O CO 2H4 2+ ↔ + +   (4)   

 Overall, without consuming solid material, the process enables 
the utilization of the full spectrum of solar radiation for the pro-
duction of syngas from CO 2  and H 2 O. If one can conduct both 
reaction steps at the same temperature (i.e., isothermal opera-
tion), it may be possible to circumvent energetic ineffi ciencies 
associated with large temperature swings between the reduc-
tion and oxidation steps as well as mechanical stress arising 
from rapid temperature changes. [ 15,16 ]  During isothermal opera-
tion, product formation is driven via partial-pressure changes, 
i.e., high concentrations of the oxidant (CO 2  or H 2 O) during 
the metal oxide oxidation and effi cient removal of O 2  during 
the metal oxide reduction. The promise of such an operation 
was shown recently for water-splitting (Equation  ( 2)   and (3)), 
in which a ferrite-based reactant operated isothermally at 
1350 °C was reported to yield at least three times more hydrogen 
(liberated at a peak rate of 0.74 mL H 2  g −1  reactant min −1 ) rela-
tive to a temperature swing between 1000 °C and 1350 °C. [ 16 ]  

 Designing optimized metal oxide reactants for the synthesis of 
solar fuels involves balancing material properties such as redox 
characteristics, reaction kinetics, volatility, phase stability, and 
thermal expansion, some of which may be antagonistic towards 
one another. Traditionally, this has been addressed by the use 
of thermochemical equilibrium computations. [ 6,17 ]  Since an iso-
thermal solar-thermochemical process imposes different con-
straints on a reactive material, relative to an isobaric operation, we 
begin our analysis by quantifying the trade-off of redox proper-
ties under isothermal conditions, fi rst employing literature-based 
thermochemical equilibrium calculations for the descriptor-based 
design [ 6–9 ]  of metal oxide reactants in Section 2.1. 

 Since such data derived from experiments are limited, in 
Sections 2.2 and 2.3 we use electronic-structure theory to 

develop key descriptors and establish trends in the thermo-
chemical stability and oxygen conductivity of metal oxides; this 
provides guidance for undertaking massive materials screening 
in silico. We will show that the free energy of forming oxygen 
vacancies at the surface correlates with the free energy of for-
mation of the bulk metal oxides. This trend can be employed to 
predict the thermochemical stability of bulk metal oxides and 
is rationalized with the amount of charge that is transferred 
per vacancy formed. Analogously, we compute the free energy 
of the transition state for oxygen-vacancy conduction that will 
be seen to correlate with the experimental oxygen self-diffusion 
constants, indicating their predictive value. For prospective 
rapid screening of oxygen-diffusion trends, we establish a pseu-
dotransition-state energy for the oxygen conduction in a large 
set of metal oxide compositions.  

  2.     Results and Discussion 

  2.1.     Thermochemical Stability of Bulk Metal Oxide 

 In analogy to the Sabatier principle in heterogeneous 
catalysis, [ 9 ]  the trade-off of the redox potential for a set of bulk 
metal oxides is quantifi ed in this section to guide the choice 
of the redox material for an isothermal solar-driven syngas 
production.  Figure    1   shows the Gibbs free energy of the metal 
oxide oxidation (Equation  ( 1)  ) and metal oxide reduction reac-
tions (Equations  ( 3)   and  ( 4)  ) at constant temperature for 26 
solid metal oxide and 3 metal/metal oxide pairs as a function 
of the thermochemical oxide stability. An isothermal operation 
requires a metal oxide that can be oxidized exergonically at a 
given temperature with CO 2  while its oxidized surface can be 
reduced at the same temperature and low partial O 2  pressure. 
Either one of these two reactions is slightly more endergonic, 
thereby limiting the equilibrium yield of the cycle. Therefore, 
Figure  1  shows only the limiting (most endergonic) free ener-
gies of reaction. The volcano-shaped correlation points towards 
the ideal material for an isothermal CO 2  reduction, that is, a 
metal oxide that binds oxygen just strong enough to cleave CO 2  
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 Figure 1.    Volcano-type plots for isothermal redox cycles with solid metal oxides. A) The limiting free energy of oxidizing a metal oxide with CO 2  (fi lled 
circles, Equation  ( 1)   and reducing a metal oxide in an inert atmosphere (empty circles, Equation  ( 3)   is plotted versus the formation energy of the oxi-
dized metal oxide. The analysis indicates increased reaction yields (less endergonic redox cycles at the top of the volcano) when B) increasing the tem-
perature and decreasing the partial O 2  pressure or C) coupling the metal oxide reduction with reforming of methane (empty diamonds, Equation  ( 4)  . 
The metal oxide pairs are (Ti a ) TiO/Ti 2 O 3 , (Ti b ) Ti 2 O 3 /Ti 3 O 5 , (Ti c ) Ti 3 O 5 /Ti 4 O 7 , (Ti d ) Ti 4 O 7 /r-TiO 2 , (V a ) VO/V 2 O 3 , (V b ) V 2 O 3 /V 2 O 4 , (V c ) V 2 O 4 /V 2 O 5 , (Mn a ) 
MnO/Mn 3 O 4 , (Mn b ) Mn 3 O 4 /Mn 2 O 3 , (Fe a ) FeO/Fe 0.947 O, (Fe b ) FeO/Fe 3 O 4 , (F c ) Fe 3 O 4 /Fe 2 O 3 , (Co) CoO/Co 3 O 4 , (Cu) Cu 2 O/CuO, (Nb a ) NbO/NbO 2 , 
(Nb b ) NbO 2 /Nb 2 O 5 , (Mo) MoO 2 /MoO 3 , (Ru) Ru/RuO 2 , (Ag) Ag/Ag 2 O, (Sn) SnO/SnO 2 , (Sb) c-Sb 2 O 3 /SbO 2 , (Ce) Ce 2 O 3 /CeO 2 , (W a ) WO 2 /WO 2.72 , (W b ) 
WO 2.72 /WO 2.9 , (W c ) WO 2.9 /WO 2.96 , (W d ) WO 2.96 /WO 3 , (Au) Au/Au 2 O 3 , (Pb a ) PbO/Pb 3 O 4 , (Pb b ) Pb 3 O 4 /PbO 2 . a) Starting with the most endergonic cycle, 
W a , Sn, W c , Fe b , W b , Fe c , Fe a , and W d . Dashed lines are linear fi ts.



FU
LL P

A
P
ER

© 2014 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim (3 of 10) 1401082wileyonlinelibrary.com

but weak enough to facilitate the metal oxide reduction at mod-
erate temperature and partial O 2  pressure. The optimum oxide 
compositions are where these effects balance, located near the 
intersection of a linear regression of the free energies of the 
metal oxide oxidation and reduction. We note although the 
data are computed at thermodynamic equilibrium which may 
only be approached during the fuel synthesis in a reactor that 
is open to mass exchange, the analysis is a quantitative design 
principle for metal oxide redox materials since the redox trends 
in a system that is open to mass exchange can be expected to be 
preserved.  

 Ideally, the top of the volcano curve for an isothermal CO 2  
reduction corresponds to negative free energies of the metal 
oxide oxidation and reduction reactions. This can be achieved 
with materials such as Mn 3 O 4 , WO 3 , and MoO 3  at low par-
tial O 2  pressure (Figure  1 A), with, e.g., Fe 2 O 3  at intermediate 
partial O 2  pressure and high temperature (Figure  1 B), or with 
relatively stable metal oxides such as CeO 2 , Ti 3 O 5 , Ti 4 O 7 , TiO 2 , 
V 2 O 3 , NbO 2 , and Nb 2 O 5  that are reduced in a reducing atmos-
phere [ 14 ]  (Figure  1 C). While the use of methane is only one 
of several options to conduct the metal oxide reduction in a 
reducing atmosphere, integrating methane reforming into the 
process allows for upgrading the heating value of natural gas 
with solar energy which may increase the viability of this pro-
cess. We note that use of WO 3  and MoO 3  would require means 
to avoid signifi cant metal oxide volatilization. 

 While the volcano points towards metal oxides that are cur-
rently studied for isobaric solar-thermochemical applications, 

such as ceria and ferrites, [ 2,4,6,15,18 ]  the analysis identifi es the 
free energy of formation of a metal oxide as a quantitative 
descriptor for the rational design of metal oxides [ 6–9 ]  for solar 
fuel production. For instance, an ideal metal oxide for a solar-
driven isothermal CO 2  reduction at 1027 °C and 1 bar CO 2 /
air can be identifi ed with a free energy of bulk formation of 
300–500 kJ mol −1  O 2 . The present work shows how this infor-
mation can be estimated from density functional theory 
(DFT) computations for complex metal oxides, such as per-
ovskites, [ 5,18–20 ]  where experimental data are scarce. While the 
analysis focuses on solar-thermochemical applications, the pre-
sented principles are also useful for the development of SOFC 
and mixed ionic-electronic conducting materials. [ 8,12–14 ]   

  2.2.     Oxygen-Vacancy Formation 

 To screen for descriptors of the surface activity and oxygen con-
duction in metal oxides, 12 metal oxides shown structurally in 
 Figure    2   are modeled via density functional theory. We have 
selected these structurally and electronically different metal 
oxides due to the interest in these materials for solar-driven 
redox cycles, [ 2,5,6,16 ]  fuel cell applications, [ 8,12–14 ]  electrocatalytic 
CO 2  reduction, [ 11 ]  and photocatalytic H 2 O oxidation. [ 10 ]  Com-
puting thermodynamic properties such as the free energy of 
bulk formation for solids from fi rst principles requires a com-
bination of DFT and phonon calculations that can be costly for 
complex structures such as many metal oxides. [ 21 ]  This section 
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 Figure 2.    Optimized surface geometries with bulk stoichiometry (top line) and surface stoichiometry and facet (second line) indicated above each 
model. a) 25-YSZ (i.e., 25 mol% Y, metal basis), b) La 0.67 Sr 0.33 MnO 3  (LSM), c) La 0.5 Sr 0.5 Co 0.5 Fe 0.5 O 3 , d) Ba 0.5 Sr 0.5 Co 0.5 Fe 0.5 O 3 , e) La 0.5 Sr 0.5 Co 0.25 Fe 0.75 O 3  
bulk, f) Ba 0.5 Sr 0.5 Co 0.75 Fe 0.25 O 3  bulk.
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shows how the free energy of formation of a bulk metal oxide 
scales with the energy of forming surface oxygen vacancies, 
indicating that the vacancy formation energy can be used both 
as a direct measure of the surface activity and as an estimate of 
the reducibility of the bulk oxide.  

  Figure    3   plots the free energy of forming oxygen vacancies at 
a metal oxide surface, Δ G  v,surface [O] versus the free energy and 
enthalpy of formation of the bulk oxide, where the bulk-for-
mation energies are taken from the experimental literature. [ 22 ]  
These energies of bulk formation determine the activity of the 
metal oxides in isothermal high-temperature CO 2  reduction, 
but are not always experimentally available. The plot shows a 
linear correlation that is essentially unaffected by entropic con-
tributions (i.e.,  H  f,bulk oxide  and  G  f,bulk oxide  differ only slightly) 
which indicates that the scaling is due to the enthalpy required 
for breaking the bonds formed between the lattice oxygen and 
the metal atoms. This correlation can be employed to obtain a 
fi rst estimate of the free energy of formation for complex bulk 
metal oxides. This can be achieved by using the available ther-
modynamic data for metal oxides [ 22 ]  (or JANAF tables), [ 23 ]  the 
presented scaling relation of the free energy of bulk formation 
or the free energy of reaction (shown in Figure S2, Supporting 
Information) at a desired temperature and pressure and DFT 
to determine Δ G  v,surface [O] without the need for costly phonon 
calculations.  

 We suggest that Figure  3  shows a strong correlation as 
a result of the energy required to break the bonds formed 
between the lattice oxygen and the metal atoms. This is further 

confi rmed via plotting Δ G  v,surface [O] versus the partial charge of 
the metal atoms, which we show in  Figure    4  . This suggests that 
when forming an oxygen vacancy, if a larger amount of elec-
tronic density needs to be transferred from the lattice oxygen 
to the bulk, the oxygen-vacancy formation will be more ender-
gonic and a more stable metal oxide will result. While the 
relative endergonic Δ G  v,surface [O] for CeO 2 (111) may be related 
to the use of VASP (Vienna Ab-Initio Simulation Package) 
code versus DACAPO code for all other data, the deviation of 
Ba 0.5 Sr 0.5 Co 0.5 Fe 0.5 O 3  (BSCF) can be understood due to the 
lower amount of charge localized on the lattice oxygen [e.g., 
−1.17 e for La 0.5 Sr 0.5 Co 0.5 Fe 0.5 O 3  (LSCF) vs −1.05 e for BSCF]. 
Dependent on the operation conditions, this makes BSCF 
potentially interesting for applications at lower temperatures 
versus LSCF for higher temperatures (Figure  1 ).  

 To assess the thermodynamic tendency of oxygen vacancies to 
diffuse into the bulk,  Figure    5   shows the free energy of forming 
oxygen vacancies in the fi rst subsurface layer, Δ G  v,subsurface [O], 
versus Δ G  v,surface [O]. At equilibrium, the vacancies favor the 
bulk over the surface if Δ G  v,subsurface [O] < Δ G  v,surface [O]. In this 
sense, if the migration of the oxygen vacancies into the bulk 
is desirable, materials that show that this inequality holds are 
interesting outliers. These include the surfaces of all studied 
perovskites and CeO 2 , that is, currently studied solar-thermo-
chemical redox [ 4,18 ]  and SOFC materials. [ 13,14 ]    

  2.3.     Oxygen-Vacancy Conduction 

 In practice, many solar-thermochemical redox materials are 
limited by internal diffusion of oxygen vacancies. [ 5,6,24 ]  This 
suggests that in addition to the thermodynamic quantities 
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 Figure 3.    The DFT-calculated free energy of forming oxygen vacancies at 
a metal oxide surface versus the experimental [ 22 ]  free energy ( G  f,bulk oxide ) 
and enthalpy ( H  f,bulk oxide ) of formation of the bulk oxide at 25 °C and 
1 bar. A linear regression is marked with a solid line. Δ G  v,surface  for the 
highly oxidized MoO 3  was taken as the average of Δ G  v,surface  in the range 
of −0.69–1.59 eV. The mixed metal oxides, i.e., BSCF, LSCF, LSM, and 
YSZ, are approximations (shown with diamonds), as described in Sup-
porting Information.

 Figure 4.    The free energy of forming oxygen vacancies at the surface 
versus the average cation charge of the bulk metal oxides. For the per-
ovskites, the average cation charge is computed for the metal at which 
the oxygen vacancy is formed, i.e., Co, Co, and Mn for BSCF, LSCF, and 
LSM respectively. The solid line is a linear regression.
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described above, a major parameter that controls the use of a 
metal oxide for solar-driven isothermal CO 2  reduction relates 
to the kinetics of the oxygen-vacancy conduction. As under-
stood most simply with an Eyring–Polanyi equation, the rate of 
oxygen diffusion depends exponentially on the free energy of 
the vacancy conduction, which in basic transition-state theory 
can be quantifi ed with the saddle-point energy for a vacancy dif-
fusion process computed from fi rst principles via the nudged 
elastic band (NEB) method. [ 25 ]  The concepts discussed in this 
section are useful for estimating the intrinsic diffusion kinetics 
of metal oxides prior to the need for costly experimental 
studies. 

 To demonstrate the use of the DFT-calculated free ener-
gies of the oxygen conduction,  Figure    6  A shows the average 
experimental oxygen self-diffusion constant as a function of the 
transition-state energy. Considering the analytical uncertainty 
of the experimental values and the varying temperature condi-
tions of the measurements, generally the correlation confi rms 
the predictive power of the presented surface calculations over 
a range of more than 10 orders of magnitude. The deviation of 
yttria-stabilized zirconia (YSZ) and CeO 2  from this correlation 
can be understood due to the large amount of energy that is 
required to form the vacancies. Figure S6 (Supporting Informa-
tion) shows that a correlation of the experimental oxygen self-
diffusion constants with the energetic differences between the 
transition state and the vacancy formation captures the trend 
for these materials.  

 While an estimate of the transition-state energy is central 
for predicting the oxygen-diffusion kinetics in metal oxides, 
computing this value via the NEB method is computation-
ally demanding even for moderately complex materials. To 
simplify the analysis, Brønsted–Evans–Polanyi (BEP) rela-
tions have been used successfully in heterogeneous catalysis 
to show that the transition-state energy of a surface reaction 
scales with the reaction energy. [ 9 ]  While the concept has been 
applied to describe surface reactions at structurally similar 
metal oxide surfaces, [ 45 ]  we fi nd that a simple BEP relation 
does not describe the oxygen conduction across the discussed 
metal oxides (Figure S3, Supporting Information) which can 
be understood due to a lack of self-similarity in a large set of 
structurally different metal oxide surfaces. Alternatively, we 
defi ne a pseudotransition-state energy as the energy of forming 
a surface with both surface vacancy and subsurface vacancy 
and an oxygen atom fi xed half-way between the two vacancies. 
Figure  6 B shows that the pseudotransition-state energy scales 
linearly with the transition-state energy. While deviations, 
such as observed for TiO 2  and YSZ, indicate the approximate 
value of the pseudotransition state that is not confi rming the 
location of the saddle point, the analysis suggests the use of 
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 Figure 5.    The free energy of forming oxygen vacancies below the surface 
versus the free energy of forming oxygen vacancies at the surface. The 
solid line marks parity.

 Figure 6.    Modeling the kinetics of the oxygen-vacancy conduction. A) The average oxygen self-diffusion constant at 771 ± 36 °C for TiO 2 , [ 26–28 ]  LSM, [ 29,30 ]  
BSCF, [ 31 ]  LSCF, [ 29,32 ]  Cu 2 O (extrapolated), [ 33 ]  ZnO, [ 34,35 ]  ZrO 2 , [ 26,36 ]  YSZ, [ 26,36–39 ]  Ag 2 O, [ 40–42 ]  and CeO 2  [ 37,43,44 ]  versus the free energy of the transition state, 
Δ G  TS . One standard deviation is shown with error bars. The solid line is a linear regression (without YSZ and CeO 2 ). Details are given in Supporting 
Information. B) Correlation the pseudotransition-state energy for the oxygen-vacancy conduction, Δ G  PTS , with Δ G  TS . The solid line is a linear regression.
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the pseudotransition state in future screening studies for the 
oxygen-conduction characteristics of complex metal oxide 
compositions. 

 To understand the origin of the diffusion barrier that is 
described by the transition state,  Figure    7   shows a free energy 
diagram for the oxygen-vacancy formation at the surface and 
conduction into the subsurface layer. This is representative of 
metal oxide reduction, and since the process is isothermal the 
reverse is metal oxide oxidation. In this fi gure, we show four 
representative metal oxide surfaces discussed below. We pro-
pose that the metal oxides can be classifi ed into two groups: 
one group with a highly endergonic diffusion path (with transi-
tion-state energies above about 2.9 eV, Figure  7 A) and a second 
group with a less endergonic diffusion path (with transition-
state energies less than about 1.6 eV, Figure  7 B). The latter value 
of the transition-state energy translates into a reaction rate of 
approximately 0.11 µmol H 2  g −1  LSCF s −1  liberated via splitting 
of 0.506 bar H 2 O at 1350 °C (Supporting Information), which 
is of the same order of magnitude as a peak formation rate of 
0.55 µmol H 2  g −1  s −1  reported for isothermal H 2 O splitting 
at 1350 °C with a hercynite reactant (composed of 19.8 wt% 
CoFe 2 O 4  on Al 2 O 3 ). [ 16 ]  Thus, the latter group is of particular 
interest for CO 2  and H 2 O splitting applications since these 
materials may facilitate the oxygen-vacancy formation and 
conduction at relatively low temperatures. An overview of all 
computed energy values is given in Figure S4 (Supporting 
Information) which shows expected features such as the facile 
oxygen-diffusion properties of CeO 2  indicated by a low tran-
sition state relative to the energy that is required to form the 
surface and subsurface oxygen vacancies. [ 15,37,43,44 ]  Augmented 
diffusion kinetics when doping ZrO 2  with Y 2 O 3  are indicated 
as well. [ 26,36–39 ]   

 As we seek optimal metal oxides for high-temperature iso-
thermal CO 2  reduction, we search for the ideal case where all 
energy values are close to zero, such as shown by LSCF and 
BSCF (Figure  7 B) at the computed conditions. Additionally, the 
relatively facile formation of oxygen vacancies at the surface of 
LSCF and BSCF relative to La 0.67 Sr 0.33 MnO 3  (LSM) for instance 
is in agreement with the reported low thermal stability of LSCF 
and BSCF. [ 14 ]  This and the promising oxygen-conduction ener-
getics make perovskites [ 5,18,19 ]  such as LSCF and BSCF ideal 
candidates for solar-thermochemical H 2 O and CO 2  splitting. 

 If one compares ZnO and ZrO 2  from Figure  7 A, we see a 
higher energetic barrier of the oxygen conduction for ZnO. This 
is true both of the absolute value of the transition-state energy 
and the relative barrier height, or the difference between the 
transition-state energy and either stable state surrounding it. To 
understand the origin of these differences in activated oxygen-
vacancy diffusion at our metal oxide surfaces, the charge-den-
sity difference between the surface with an oxygen vacancy and 
the stoichiometric surface (with the balance of oxygen in the 
gas phase) was computed and is shown in Figure  7 . We can 
see an accumulation of charge density near the oxygen vacancy 
at the transition state for ZnO (dark-colored regions of the 
charge-density plots), while the oxygen vacancy at the transition 
state of ZrO 2  is surrounded by regions with decreased charge 
density (light-colored regions of the charge-density plots, 
Figure  7 ). In other words, charge density at the metal atoms 
surrounding the vacancy is removed, which creates a relatively 
positively charged environment for the conduction of the nega-
tively charged vacancies. The same feature can be observed 
when comparing Cu 2 O and LSCF (Figure  7 ) or Ag 2 O and BSCF 
(Figure S5, Supporting Information) from the group of metal 
oxide surfaces with an only slightly endergonic diffusion path. 
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 Figure 7.    Free energy diagrams for the formation and diffusion of oxygen vacancies (negative free energies, below the dashed line, indicate spontaneous 
processes). All energies are relative to the stoichiometric surface and oxygen in the form of water in the gas phase. The correlating charge density of the 
stoichiometric surface and charge-density differences (the position of the vacancy is marked with a circle) are shown below for ZnO, ZrO 2 , Cu 2 O, and 
LSCF. Charge density is given in units of the elementary charge per Å 3  at the height of the vacancy (shown qualitatively with a scale bar that indicates 
0; s marks 0 for the stoichiometric surface).
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Promotion of the vacancy conduction by a decreased charge 
density near the diffusing vacancy at the transition state may 
partly explain the geometric effect of the crystal lattice geometry 
on the oxygen-conduction properties reported for perovskites 
for instance [ 14 ]  and may aid the rational design of optimized 
oxygen conductors. [ 6–9 ]    

  3.     Conclusions 

 To guide the rational design of metal oxides for the solar-driven 
isothermal splitting of CO 2  and H 2 O, we have developed a ther-
mochemical rationale for choosing metal oxide redox materials. 
Since the underpinning thermochemical data are only available 
for a limited number of solid metal oxide solutions, a descriptor-
based approach was established for estimating thermochemical 
properties at low computational cost via electronic-structure cal-
culations. The free energy of forming oxygen vacancies and the 
transition-state energy of the oxygen conduction were identifi ed 
as two major descriptors for the activity of metal oxides in split-
ting of CO 2  and H 2 O, while the strength of the CO adsorption 
at the surface was found too weak to identify promising redox 
materials (Supporting Information). The utility of the reported 
correlations lies in the use of the free energy of forming oxygen 
vacancies at a metal oxide surface as a direct measure of the 
surface activity as well as the use of the available thermody-
namic data and the presented linear scaling relations for esti-
mating the free energy of bulk formation and the free energy of 
reaction for complex bulk metal oxides at a given temperature 
and pressure. The transition state of the oxygen conduction was 
shown to correlate with the experimental diffusion characteris-
tics of a wide range of metal oxides. This and the established 
pseudotransition-state energy can be employed for a rapid 
screening of oxygen-diffusion trends across a large set of metal 
oxides for the development of advanced redox materials, metal 
oxide catalysts, and SOFC materials.  

  4.     Experimental Section 
  Thermodynamic Equilibrium Calculations : A volcano-like plot [ 9 ]  was 

constructed as a guide for the design of metal oxide redox materials. 
The thermochemical equilibrium of various bulk metal oxides and their 
reaction products was determined as a function of temperature and 
pressure from tabulated free energy data. [ 22 ]  Per convention, negative 
free energy differences mark exergonic reactions. 

  Electronic-Structure Calculations : The most stable surfaces of 
12 representative metal oxides ( Table    1   and Figure  2 ) are modeled via DFT, 
performed with the open-source planewave pseudopotential electronic-
structure code DACAPO. [ 46–48 ]  Atomic confi gurations were handled in 
the Atomic Simulation Environment (ASE). [ 49 ]  Exchange-correlation 
interactions were treated by the revised Perdew–Burke–Ernzerhof (PBE) 
functional of Hammer, Hansen, and Nørskov derived in the generalized 
gradient approximation. [ 50 ]  Bulk structures were modeled with a  k -point 
sampling of 4 × 4 × 4 (periodic boundary conditions in all directions), 
while the Brillouin zone of surface models (slabs periodically repeated in 
the directions parallel to the surface) was sampled with 4 × 4 × 1  k -points. 
A Fermi–Dirac smearing of 0.1 eV was used to achieve convergence, and 
results were extrapolated to 0 K. The linesearch BFGS algorithm was 
employed to optimize the atomic geometries until the maximum force was 
less than 0.05 eV Å −1 . To avoid reminiscent stress in the calculations, the 
lattice constants were chosen as the DFT-calculated bulk lattice constants, 
which are in average within 1.9% of the experimental values (Table  1 ). 
The ferromagnetic spin confi guration [ 51 ]  of BSCF and LSCF and the half 
metallicity of LSM [ 52 ]  were modeled with spin-polarized calculations. All 
calculations for CeO 2  were performed using the planewave-based VASP [ 53 ]  
and the PBE exchange-correlation functional.  

 Although the utility of the Hubbard  U  model to account for the 
Coulombic repulsion of valance electrons in metal oxides is not 
determined in general and has been found to be not necessary for many 
metal oxides, [ 65–67 ]  we have calculated the density of states (DOS), 
orbital occupancy, and Bader charges [ 68 ]  (as well as the energies of the 
oxygen-vacancy formation and CO adsorption at CeO 2 (111)) as criteria 
for determining the use of a  U  parameter. [ 67 ]  The values of  U , i.e., 3.0 eV 
for Mn 3d, [ 52 ]  3.3 eV for Co 3d and 4.0 eV for Fe 3d in BSCF [ 51 ]  and 
LSCF [ 69 ]  and 5 eV for Ce 4f electrons [ 70 ]  are taken from the literature. 
Using the computational setups described above, the additional DFT 
+ U  calculations (including  U  = 0 as reference) were performed with the 
GPAW (grid-based projector-augmented wave) code [ 71,72 ]  and Dudarev’s 
implementation of the Hubbard  U  model. [ 73 ]  
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  Table 1.    Calculated and experimental lattice constants.  

Oxide Crystal structure a) Calculated ( U  = 0) ( U  > 0) Experimental Reference

a/Å b/Å c/Å a/Å a/Å b/Å c/Å

TiO 2  b) tetragonal (136) 4.682 2.971 4.594 2.959  [54] 

Ti 2 O 3 trigonal (167) 5.138 14.088 5.163 13.624  [55] 

Cu 2 O cubic (224) 4.413 4.270  [56] 

ZnO c) hexagonal (186) 3.305 5.355 3.250 5.207  [57] 

ZrO 2  d) cubic (225) 5.142 5.110  [58] 

YSZ  d,e) cubic (225) 5.194 5.153  [58] 

Ag 2 O cubic (224) 4.877 4.731  [59] 

MoO 3 orthorhombic (62) 14.866 3.792 4.158 13.855 3.696 3.963  [60] 

CeO 2  d) cubic (225) 5.470 5.650 5.411  [61] 

BSCF f) cubic (221) 3.903 4.058 4.000  [62] 

LSCF g) cubic (221) 3.903 4.022 3.874  [63] 

LSM cubic (221) 3.915 3.960 3.870  [64] 

    a) Space group in parentheses;  b) rutile;  c) wurtzite structure;  d) fl uorite structure;  e) 25-YSZ, i.e., Y 2 Zr 6 O 15 ;  f) a given for Ba 0.5 Sr 0.5 Co 0.75 Fe 0.25 O 3  (a = 3.925 Å for Ba 0.5 Sr 0.5 Co 0.5 Fe 0.5 O 3 ), 
while the experimental value is for Ba 0.5 Sr 0.5 Co 0.8 Fe 0.2 O 3 ;  g) a given for La 0.5 Sr 0.5 Co 0.25 Fe 0.75 O 3  (a = 3.888 Å for La 0.5 Sr 0.5 Co 0.5 Fe 0.5 O 3 ), while the experimental value is 
for Sr 0.6 Sr 0.4 Co 0.2 Fe 0.8 O 3 .   
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 The surface energies of the various terminations of the (001), (010), 
(100), (011), (101), (110), and (111) facets were computed (Table S1, 
Supporting Information) to determine the thermodynamically most 
stable surface. While most surface models consisted of 2 × 2 × 4 metal 
atoms in the  x ,  y , and  z  directions (plus the stoichiometric amount of 
oxygen), the number of metal oxide layers was decreased in some cases 
due to the large size of certain surface models (Figure  2 ). The surfaces 
were modeled with 10 Å of vacuum perpendicular to the surface and 
approximately the lower half of the contained atoms constrained to 
the bulk geometry (i.e., in most cases the lower two layers of the slab) 
while the remaining atoms were allowed to optimize their positions. The 
interaction between the dipole moments of surfaces was decoupled via 
a dipole layer in the vacuum between the slabs. Figure  2  shows the most 
stable surface confi gurations. 

 Free energies at 25 °C and 1.013 bar total pressure,  G  i , were 
calculated via [ 74 ] 

    G N E U TST,P T,P T,Pi i i i ZPE,i iμ( ) ( ) ( )= = + −   (5)
 

 where  T  and  P  are the absolute temperature and pressure,  N  i  is the 
number of atoms of the chemical species i,  µ  i  is the chemical potential, 
 E  i  is the electronic energy determined from DFT-based structure 
optimization,  U  ZPE,i  is the zero-point vibrational energy, and  S  i  is the 
entropy. Gases are assumed to be ideal, while adsorbates and removed 
lattice oxygen are treated using the harmonic approximation where all 
degrees of freedom are treated as frustrated harmonic vibrations and  PV  
contributions are neglected. Thermodynamic properties were calculated 
from vibrational frequencies and standard statistical mechanical 
equations evaluated through ASE. [ 49 ]  Free energy corrections of the 
solids are neglected. [ 20 ]  

 The free energy of forming oxygen vacancies, Δ G  v,j [O] at the surface 
(j = surface) or the fi rst subsurface layer (j = subsurface), was computed 
via

    
G G G GOv,j surf with vac surf O

r( )[ ]Δ = − −
  

(6)
 

 where  G  surf with vac ,  G  surf , and  G  O  r  are the free energies of the surface 
with the oxygen vacancy, the stoichiometric surface, and the reference 
energy of the removed lattice oxygen (taken as the energy difference of 
stable H 2 O and H 2  in the gas phase), such that negative free energies 

indicate exergonic reactions. The quantities were determined for all 
non-symmetric lattice oxygen and are given relative to a specifi c surface 
model. Figure  2  can be used to account for the difference in monolayer 
vacancy concentrations (i.e., the number of oxygen vacancies relative to 
the amount of lattice oxygen at the surface). 

 Similarly, the transition-state energy for a vacancy diffusion process 
was computed from fi rst principles via the climbing-image NEB 
method, [ 25 ]  converged to within 0.04 eV Å −1 . The values were compared 
to a pseudotransition-state energy for the oxygen conduction, defi ned 
as the energy of forming both surface and subsurface vacancies and 
an oxygen atom that is fi xed half-way between the vacancies (offset by 
further (0, −0.5, 0.5) Å for BSCF and LSCF to account for the vicinity to 
the bulk layer). 

 The effect of spin polarization [ 70 ]  was found negligible for non-
perovskites (i.e., differences of up to 0.15 meV, which is below a general 
uncertainty of the presented DFT calculations of about 50 meV). 
Similarly, the lattice constant of 25-YSZ (with 6.25% natural oxygen 
vacancies) was not effected by spin-polarized calculations. 

  Calculation Accuracy and Sensitivity to the Hubbard U Parameter : 
Modeling of metal oxides with DFT is complicated by their correlated 
electronic structures with partly localized electrons. [ 75 ]  This aspect 
of the electronic structure is responsible for the semiconducting or 
insulating character of some metal oxides, i.e., the presence of a band 
gap. To account for this, the Hubbard  U  model is commonly used to 
modulate the electronic structure with an additional term that describes 
on-site Coulomb repulsion and exchange interactions and thereby 
correct the self-interaction errors. [ 75–77 ]  Although the  U  parameter can 
be determined self-consistently, [ 77 ]  commonly the value of  U  is chosen 
to fi t the experimental band gap. While fi tting procedures may be 
generally uncertain, the use of the Hubbard  U  model has been found 
unnecessary for certain semiconducting and insulating metal oxides, 
including TiO 2 , [ 65 ]  MoO 3 , [ 66 ]  and perovskites. [ 67 ]  To test for the effect 
of  U  on the present surface calculations, we applied the Hubbard  U  
model to selected metal oxides and compared the lattice constants, 
the DOS, and the orbital occupancy. [ 67 ]  We fi nd that the studied metal 
oxides are satisfactorily described without the Hubbard  U  model. 
Since we are interested in the surface activity of metal oxides, we 
further verifi ed this by comparing the CO adsorption energy and the 
oxygen-vacancy-formation energy at CeO 2 (111), which deviated by in 
average ±31 meV when including  U  = 5 eV for the Ce f states. 
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 Figure 8.    Testing the sensitivity to the Hubbard  U . DOS plots for A) LSM and B) BSCF perovskite bulk structure that show the materials-specifi c 
physical properties reported in the literature. C) The partial average charge of the metal atom computed via the Bader method and D) the fractional 
band fi lling versus the charge of the metal cations as reported in the literature (mostly Bader charges) for TiO 2 , [ 80 ]  Ti 2 O 3 , [ 81 ]  Mn in LSM (Mn L ), [ 79 ]  Fe in 
BSCF (Fe B ), [ 82 ]  Fe in LSCF (Fe L ), [ 69 ]  Co in BSCF (Co B ), [ 82 ]  Co in LSCF (Co L ), [ 69 ]  Cu 2 O, [ 83 ]  ZnO, [ 84 ]  ZrO 2 , [ 85 ]  YSZ, [ 85,86 ]  MoO 3 , [ 87 ]  Ag 2 O, [ 88 ]  and CeO 2 . [ 89 ]  Empty 
light gray circles mark data points that deviate by more than C) 0.20 or D) 0.35 e from parity (solid line); fi lled circles mark computations with  U  > 0.



FU
LL P

A
P
ER

© 2014 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim (9 of 10) 1401082wileyonlinelibrary.comAdv. Energy Mater. 2015, 5, 1401082

www.MaterialsViews.com
www.advenergymat.de

 The DFT-optimized lattice constants with  U  = 0 are in average 1.94% 
above the experimental values. This is comparable to an overestimation 
by 1.09%–2.31% for metal carbides. [ 74,78 ]  Computing the lattice 
constants for selected metal oxides with  U  > 0 generally increased the 
degree of overestimation. Further improvement of the lattice constants 
was obtained only for BSCF (underestimation of 2.43% with  U  = 0 
versus overestimation of 1.45% with  U  > 0) while larger deviations 
were obtained for LSCF, LSM, and CeO 2  (overestimation of 0.75%, 
1.16%, and 1.09% with  U  = 0 vs 3.82%, 2.33%, and 4.42% with  U  > 0, 
respectively). 

 Generally, the DOS computed with  U  = 0 agrees with the electronic 
structure reported in the literature. For example,  Figure    8   shows the 
DOS for LSM that captures the half metallicity of this perovskite (i.e., 
a spin-dependent conductive/insulating character) (Figure  8 A). [ 52,79 ]  As 
expected, computing the DOS with  U  = 3 eV for the Mn d states shifts 
the unoccupied states by 1–2 eV further above the Fermi level (effectively 
increasing the size of the band gap) and convolutes the occupied states 
for the other spin. [ 52 ]  Similarly, the structure of the Co d and Fe d states 
of BSCF with  U  = 0 (Figure  8 B) agrees well with the DOS reported 
previously. [ 51 ]  Figure S1 (Supporting Information) gives a complete 
overview of the DOS.  

 To quantify the orbital occupancy, Figure  8 C compares the Bader 
charges computed with  U  = 0 for the metal cations to the charges 
reported in the literature. The computed values agree generally 
well with the literature, with the exception of an overestimation 
of 0.52 e (elementary charges) for TiO 2 , a metal oxide that has 
been modeled satisfactorily without the Hubbard  U  model. [ 65 ]  
Including the Hubbard  U  for selected metal oxides, such as CeO 2 , 
may however slightly improve modeling of the electronic structure 
(Figure  8 C). 

 Additionally, Figure  8 D compares the fractional band fi lling (at infi nite 
cutoff),  f  metal :

    

f k
k

k k

k k

n
d

d
metal

s,p,d

F
0

F
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∫

ρ ε ε

ρ ε ε

( )

( )
=

−

−=

−∞

−∞

∞

  

(7)

 

 where  n  k  is the number of s, p, and d valance electrons,  ρ  k  is the density 
of the metal-projected states and  ε  k − ε  F  is the energy of the states of a 
band relative to the Fermi level. While the match of  f  metal  with the partial 
cation charge is inferior compared to the Bader charges, the data show 
the expected trend of increasing fractional band fi lling with increasing 
partial cation charge, i.e., increasing electron localization. This indicates 
that the Bader charges can be used as fi rst indicator of the orbital 
occupancy. Furthermore, Figure  8 D shows that metal oxides with a 
relatively large ionic character such as ZrO 2 , YSZ, and LSM are modeled 
well without  U .  
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from the author.  

  Acknowledgements 
 This work was supported fi nancially by the Young Investigator Award from 
the Offi ce of Naval Research under award N00014–12–1–0851, by the Swiss 
Competence Center Energy & Mobility, and by the European Research 
Council under the European Union’s ERC Advanced Grant (SUNFUELS – 
no. 320541). Electronic-structure calculations were conducted at the Center 
for Computation and Visualization, Brown University.   

Received:  June 30, 2014 
Published online:  December 22, 2014   

[1]     M.    Romero  ,   A.    Steinfeld  ,  Energy Environ. Sci.    2012 ,  5 ,  9234 .  
[2]     W. C.    Chueh  ,   C.    Falter  ,   M.    Abbott  ,   D.    Scipio  ,   P.    Furler  ,   S. M.    Haile  , 

  A.    Steinfeld  ,  Science    2010 ,  330 ,  1797 .  
[3]     A.    Steinfeld  ,   P.    Kuhn  ,   A.    Reller  ,   R.    Palumbo  ,   J.    Murray  ,   Y.    Tamaura  , 

 Int. J. Hydrogen Energy    1998 ,  23 ,  767 .  
[4]     P.    Furler  ,   J.    Scheffe  ,   M.    Gorbar  ,   L.    Moes  ,   U.    Vogt  ,   A.    Steinfeld  , 

 Energy Fuels    2012 ,  26 ,  7051 .  
[5]     J. R.    Scheffe  ,   D.    Weibel  ,   A.    Steinfed  ,  Energy Fuels    2013 ,  27 ,  4250 .  
[6]     J. E.    Miller  ,   A. H.    McDaniel  ,   M. D.    Allendorf  ,  Adv. Energy Mater.   

 2014 ,  4 ,  1300469 .  
[7]     S.    Rawalekar  ,   T.    Mokari  ,  Adv. Energy Mater.    2013 ,  3 ,  12 .  
[8]     J.    Suntivich  ,   H. A.    Gasteiger  ,   N.    Yabuuchi  ,   H.    Nakanishi  , 

  J. B.    Goodenough  ,   Y.    Shao-Horn  ,  Nat. Chem.    2011 ,  3 ,  546 .  
[9]     T.    Bligaard  ,   J. K.    Nørskov  ,   S.    Dahl  ,   J.    Matthiesen  ,   C. H.    Christensen  , 

  J.    Sehested  ,  J. Catal.    2004 ,  224 ,  206 .  
[10]     A.    Valdés  ,   J.    Brillet  ,   M.    Grätzel  ,   H.    Gudmundsdóttir  ,   H. A.    Hansen  , 

  H.    Jónsson  ,   P.    Klüpfel  ,   G. J.    Kroes  ,   F.    Le Formal  ,   I. C.    Man  , 
  R. S.    Martins  ,   J. K.    Nørskov  ,   J.    Rossmeisl  ,   K.    Sivula  ,   A.    Vojvodic  , 
  M.    Zäch  ,  Phys. Chem. Chem. Phys.    2012 ,  14 ,  49 .  

[11]     C. W.    Li  ,   M. W.    Kanan  ,  J. Am. Chem. Soc.    2012 ,  134 ,  7231 .  
[12]     R.    Cao  ,   J. S.    Lee  ,   M. L.    Liu  ,   J.    Cho  ,  Adv. Energy Mater.    2012 ,  2 ,  816 .  
[13]     W. C.    Chueh  ,   S. M.    Haile  ,  Annu. Rev. Chem. Biomol. Eng.    2012 ,  3 , 

 313 .  
[14]     P. M.    Geffroy  ,   J.    Fouletier  ,   N.    Richet  ,   T.    Chartier  ,  Chem. Eng. Sci.   

 2013 ,  87 ,  408 .  
[15]     Y.    Hao  ,   C. K.    Yang  ,   S. M.    Haile  ,  Phys. Chem. Chem. Phys.    2013 ,  15 , 

 17084 .  
[16]     C. L.    Muhich  ,   B. W.    Evanko  ,   K. C.    Weston  ,   P.    Lichty  ,   X. H.    Liang  , 

  J.    Martinek  ,   C. B.    Musgrave  ,   A. W.    Weimer  ,  Science    2013 ,  341 ,  540 .  
[17]     R.    Michalsky  ,   P. H.    Pfromm  ,  AlChE J.    2012 ,  58 ,  3203 .  
[18]     A.    Demont  ,   S.    Abanades  ,   E.    Beche  ,  J. Phys. Chem. C    2014 ,  118 , 

 12682 .  
[19]     A. H.    McDaniel  ,   E. C.    Miller  ,   D.    Arifi n  ,   A.    Ambrosini  ,   E. N.    Coker  , 

  R.    O’Hayre  ,   W. C.    Chueh  ,   J. H.    Tong  ,  Energy Environ. Sci.    2013 ,  6 , 
 2424 .  

[20]     Z. H.    Zeng  ,   F.    Calle-Vallejo  ,   M. B.    Mogensen  ,   J.    Rossmeisl  ,  Phys. 
Chem. Chem. Phys.    2013 ,  15 ,  7526 .  

[21]     D.    Alfè  ,  Comput. Phys. Commun.    2009 ,  180 ,  2622 .  
[22]     I.    Barin  ,  Thermochemical Data of Pure Substances, VCH Verlagsge-

sellschaft mbH, Weinheim, Germany  1993  .  
[23]    NIST-JANAF Thermochemical Tables, available at:   http://kinetics.

nist.gov/janaf/  (accessed December 2014).  
[24]     S.    Ackermann  ,   J. R.    Scheffe  ,   A.    Steinfeld  ,  J. Phys. Chem. C    2014 ,  118 , 

 5216 .  
[25]     G.    Henkelman  ,   H.    Jónsson  ,  J. Chem. Phys.    2000 ,  113 ,  9978 .  
[26]     U.    Brossmann  ,   R.    Würschum  ,   U.    Södervall  ,   H. E.    Schaefer  ,  J. Appl. 

Phys.    1999 ,  85 ,  7646 .  
[27]     R.    Haul  ,   G.    Dümbgen  ,  Z. Elektrochem.    1962 ,  66 ,  636 .  
[28]     M. K.    Nowotny  ,   L. R.    Sheppard  ,   T.    Bak  ,   J.    Nowotny  ,  J. Phys. Chem. C   

 2008 ,  112 ,  5275 .  
[29]     S.    Carter  ,   A.    Selcuk  ,   R. J.    Chater  ,   J.    Kajda  ,   J. A.    Kilner  ,   B. C. H.    Steele  , 

 Solid State Ionics    1992 ,  53 ,  597 .  
[30]     A.    Belzner  ,   T. M.    Gür  ,   R. A.    Huggins  ,  Solid State Ionics    1992 ,  57 ,  327 .  
[31]     M. B.    Choi  ,   S. Y.    Jeon  ,   H. N.    Im  ,   E. D.    Wachsman  ,   S. J.    Song  ,  J. Elec-

trochem. Soc.    2012 ,  159 ,  P23 .  
[32]     M.    Katsuki  ,   S. R.    Wang  ,   M.    Dokiya  ,   T.    Hashimoto  ,  Solid State Ionics   

 2003 ,  156 ,  453 .  
[33]     W. J.    Moore  ,   Y.    Ebisuzaki  ,   J. A.    Sluss  ,  J. Phys. Chem.    1958 ,  62 ,  1438 .  
[34]     W. J.    Moore  ,   E. L.    Williams  ,  Discuss. Faraday Soc.    1959 ,  86 .  
[35]     P.    Erhart  ,   K.    Albe  ,  Phys. Rev. B    2006 ,  73 ,  115207 .  
[36]     U.    Brossmann  ,   G.    Knöner  ,   H. E.    Schaefer  ,   R.    Würschum  ,  Rev. Adv. 

Mater. Sci.    2004 ,  6 ,  7 .  
[37]     P. S.    Manning  ,   J. D.    Sirman  ,   J. A.    Kilner  ,  Solid State Ionics    1997 ,  93 , 

 125 .  



FU
LL

 P
A
P
ER

© 2014 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim1401082 (10 of 10) wileyonlinelibrary.com Adv. Energy Mater. 2015, 5, 1401082

www.MaterialsViews.com
www.advenergymat.de

[38]     M. S.    Khan  ,   M. S.    Islam  ,   D. R.    Bates  ,  J. Mater. Chem.    1998 ,  8 ,  2299 .  
[39]     M. J.    Pietrowski  ,   R. A.    De Souza  ,   M.    Fartmann  ,   R.    ter Veen  , 

  M.    Martin  ,  Fuel Cells    2013 ,  13 ,  673 .  
[40]     W.    Eichenauer  ,   G.    Müller  ,  Z. Metallk.    1962 ,  53 ,  321 .  
[41]     T. A.    Ramanarayanan  ,   R. A.    Rapp  ,  Metall. Trans.    1972 ,  3 ,  3239 .  
[42]     H.    Rickert  ,   R.    Steiner  ,  Z. Phys. Chem.-Frankfurt    1966 ,  49 ,  127 .  
[43]     T. G.    Stratton  ,   H. L.    Tuller  ,  J. Chem. Soc., Faraday Trans. 2    1987 ,  83 , 

 1143 .  
[44]     Z. W.    Cui  ,   Y.    Sun  ,   J. M.    Qu  ,  Solid State Ionics    2012 ,  226 ,  24 .  
[45]     A.    Vojvodic  ,   F.    Calle-Vallejo  ,   W.    Guo  ,   S.    Wang  ,   A.    Toftelund  , 

  F.    Studt  ,   J. I.    Martínez  ,   J.    Shen  ,   I. C.    Man  ,   J.    Rossmeisl  ,   T.    Bligaard  , 
  J. K.    Nørskov  ,   F.    Abild-Pedersen  ,  J. Chem. Phys.    2011 ,  134 ,  8 .  

[46]     D.    Vanderbilt  ,  Phys. Rev. B    1990 ,  41 ,  7892 .  
[47]     M. C.    Payne  ,   M. P.    Teter  ,   D. C.    Allan  ,   T. A.    Arias  ,   J. D.    Joannopoulos  , 

 Rev. Mod. Phys.    1992 ,  64 ,  1045 .  
[48]     G.    Kresse  ,   J.    Furthmüller  ,  Comput. Mater. Sci.    1996 ,  6 ,  15 .  
[49]     S. R.    Bahn  ,   K. W.    Jacobsen  ,  Comput. Sci Eng.    2002 ,  4 ,  56 .  
[50]     B.    Hammer  ,   L. B.    Hansen  ,   J. K.    Nørskov  ,  Phys. Rev. B    1999 ,  59 , 

 7413 .  
[51]     C.    Zhang  ,   P. D.    Bristowe  ,  RSC Adv.    2013 ,  3 ,  12267 .  
[52]     C. L.    Ma  ,   Z. Q.    Yang  ,   S.    Picozzi  ,  J. Phys.-Condens. Matter    2006 ,  18 , 

 7717 .  
[53]     G.    Kresse  ,   J.    Furthmüller  ,  Phys. Rev. B    1996 ,  54 ,  11169 .  
[54]     W. H.    Baur  ,  Acta Crystallogr.    1956 ,  9 ,  515 .  
[55]     W. R.    Robinson  ,  J. Solid State Chem.    1974 ,  9 ,  255 .  
[56]     D. R.    Lide  ,  CRC Handbook of Chemistry and Physics ,  CRC Press ,  Boca 

Raton, FL    2005 .  
[57]     S. C.    Abrahams  ,   J. l.    Bernstei  ,  Acta Crystallogr. B-Str. Crystallogr. 

Crystal Chem.    1969 ,  B 25 ,  1233 .  
[58]     C.    Pascual  ,   P.    Durán  ,  J. Am. Ceram. Soc.    1983 ,  66 ,  23 .  
[59]     P.    Norby  ,   R.    Dinnebier  ,   A. N.    Fitch  ,  Inorg. Chem.    2002 ,  41 ,  3628 .  
[60]     L.    Kihlborg  ,  Ark. Kemi    1963 ,  21 ,  357 .  
[61]     D. J. M.    Bevan  ,   J.    Kordis  ,  J. Inorg. Nucl. Chem.    1964 ,  26 ,  1509 .  
[62]     S.    Gangopadhayay  ,   T.    Inerbaev  ,   A. E.    Masunov  ,   D.    Altilio  , 

  N.    Orlovskaya  ,  ACS Appl. Mater. Interfaces    2009 ,  1 ,  1512 .  
[63]     S.    Hashimoto  ,   Y.    Fukuda  ,   M.    Kuhn  ,   K.    Sato  ,   K.    Yashiro  ,   J.    Mizusaki  , 

 Solid State Ionics    2011 ,  186 ,  37 .  
[64]     F.    Tsui  ,   M. C.    Smoak  ,   T. K.    Nath  ,   C. B.    Eom  ,  Appl. Phys. Lett.    2000 , 

 76 ,  2421 .  
[65]     M.    García-Mota  ,   A.    Vojvodic  ,   H.    Metiu  ,   I. C.    Man  ,   H. Y.    Su  , 

  J.    Rossmeisl  ,   J. K.    Nørskov  ,  ChemCatChem    2011 ,  3 ,  1607 .  
[66]     A.    Getsoian  ,   A. T.    Bell  ,  J. Phys. Chem. C    2013 ,  117 ,  25562 .  
[67]     H.    Hsu  ,   K.    Umemoto  ,   M.    Cococcioni  ,   R. M.    Wentzcovitch  ,  Phys. 

Earth Planet. Interiors    2011 ,  185 ,  13 .  
[68]     G.    Henkelman  ,   A.    Arnaldsson  ,   H.    Jónsson  ,  Comput. Mater. Sci.   

 2006 ,  36 ,  354 .  

[69]     H. P.    Ding  ,   A. V.    Virkar  ,   M. L.    Liu  ,   F.    Liu  ,  Phys. Chem. Chem. Phys.   
 2013 ,  15 ,  489 .  

[70]     V.    Botu  ,   R.    Ramprasad  ,   A. B.    Mhadeshwar  ,  Surf. Sci.    2014 ,  619 , 
 49 .  

[71]     J. J.    Mortensen  ,   L. B.    Hansen  ,   K. W.    Jacobsen  ,  Phys. Rev. B    2005 ,  71 , 
 035109 .  

[72]     J.    Enkovaara  ,   C.    Rostgaard  ,   J. J.    Mortensen  ,   J.    Chen  ,   M.    Dułak  , 
  L.    Ferrighi  ,   J.    Gavnholt  ,   C.    Glinsvad  ,   V.    Haikola  ,   H. A.    Hansen  , 
  H. H.    Kristoffersen  ,   M.    Kuisma  ,   A. H.    Larsen  ,   L.    Lehtovaara  , 
  M.    Ljungberg  ,   O.    Lopez-Acevedo  ,   P. G.    Moses  ,   J.    Ojanen  ,   T.    Olsen  , 
  V.    Petzold  ,   N. A.    Romero  ,   J.    Stausholm-Møller  ,   M.    Strange  , 
  G. A.    Tritsaris  ,   M.    Vanin  ,   M.    Walter  ,   B.    Hammer  ,   H.    Häkkinen  , 
  G. K. H.    Madsen  ,   R. M.    Nieminen  ,   J.    Nørskov  ,   M.    Puska  , 
  T. T.    Rantala  ,   J.    Schiøtz  ,   K. S.    Thygesen  ,   K. W.    Jacobsen  ,  J. Phys.-Con-
dens. Matter    2010 ,  22 ,  24 .  

[73]     S. L.    Dudarev  ,   G. A.    Botton  ,   S. Y.    Savrasov  ,   C. J.    Humphreys  , 
  A. P.    Sutton  ,  Phys. Rev. B    1998 ,  57 ,  1505 .  

[74]     A. J.    Medford  ,   A.    Vojvodic  ,   F.    Studt  ,   F.    Abild-Pedersen  ,   J. K.    Nørskov  , 
 J. Catal.    2012 ,  290 ,  108 .  

[75]     Y. L.    Lee  ,   J.    Kleis  ,   J.    Rossmeisl  ,   D.    Morgan  ,  Phys. Rev. B    2009 ,  80 , 
 20 .  

[76]     H. J.    Kulik  ,   N.    Marzari  ,  J. Chem. Phys.    2011 ,  134 ,  094103 .  
[77]     M.    Cococcioni  ,   S.    de Gironcoli  ,  Phys. Rev. B    2005 ,  71 ,  035105 .  
[78]     R.    Michalsky  ,   Y.-J.    Zhang  ,   A. J.    Medford  ,   A. A.    Peterson  ,  J. Phys. 

Chem. C    2014 ,  118 ,  13026 .  
[79]     S.    Piskunov  ,   E.    Spohr  ,   T.    Jacob  ,   E. A.    Kotomin  ,   D. E.    Ellis  ,  Phys. Rev. 

B    2007 ,  76 ,  012410 .  
[80]     T.    Albaret  ,   F.    Finocchi  ,   C.    Noguera  ,  Faraday Discuss.    1999 ,  114 ,  285 .  
[81]     J.    Ashkenazi  ,   M. G.    Vincent  ,   K.    Yvon  ,   J. M.    Honig  ,  J. Phys. C-Solid 

State Phys.    1981 ,  14 ,  353 .  
[82]     Y. A.    Mastrikov  ,   M. M.    Kuklja  ,   E. A.    Kotomin  ,   J.    Maier  ,  Energy 

Environ. Sci.    2010 ,  3 ,  1544 .  
[83]     A.    Hallil  ,   J. M.    Raulot  ,   M.    Cherkaoui  ,  Comput. Mater. Sci.    2014 ,  81 , 

 366 .  
[84]     M.    Breedon  ,   M. J. S.    Spencer  ,   I.    Yarovsky  ,  J. Phys. Chem. C    2010 , 

 114 ,  16603 .  
[85]     N. A.    Marks  ,   D. J.    Carter  ,   M.    Sassi  ,   A. L.    Rohl  ,   K. E.    Sickafus  , 

  B. P.    Uberuaga  ,   C. R.    Stanek  ,  J. Phys.-Condens. Matter    2013 ,  25 , 
 065504 .  

[86]     X.    Xia  ,   R. J.    Oldman  ,   C. R. A.    Catlow  ,  J. Mater. Chem.    2011 ,  21 , 
 14549 .  

[87]     X. W.    Sha  ,   L.    Chen  ,   A. C.    Cooper  ,   G. P.    Pez  ,   H. S.    Cheng  ,  J. Phys. 
Chem. C    2009 ,  113 ,  11399 .  

[88]     M. O.    Özbek  ,   I.    Önal  ,   R. A.    van Santen  ,  ChemCatChem    2011 ,  3 ,  150 .  
[89]     N. J.    Castellani  ,   M. A.    Branda  ,   K. M.    Neyman  ,   F.    Illas  ,  J. Phys. Chem. 

C    2009 ,  113 ,  4948 .   




