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Abstract. This work focuses on volume estimation of “multidensity” lung nodules in a phantom computed tomog-
raphy study. Eight objects were manufactured by enclosing spherical cores within larger spheres of double the
diameter but with a different density. Different combinations of outer-shell/inner-core diameters and densities
were created. The nodules were placed within an anthropomorphic phantom and scanned with various acquis-
ition and reconstruction parameters. The volumes of the entire multidensity object as well as the inner core of the
object were estimated using a model-based volume estimator. Results showed percent volume bias across all
nodules and imaging protocols with slice thicknesses <5 mm ranging from —5.1% to 6.6% for the entire object
(standard deviation ranged from 1.5% to 7.6%), and within —12.6% to 5.7% for the inner-core measurement
(standard deviation ranged from 2.0% to 17.7%). Overall, the estimation error was larger for the inner-core mea-
surements, which was expected due to the smaller size of the core. Reconstructed slice thickness was found to
substantially affect volumetric error for both tasks; exposure and reconstruction kernel were not. These findings
provide information for understanding uncertainty in volumetry of nodules that include multiple densities such as
ground glass opacities with a solid component. © 2016 Society of Photo-Optical Instrumentation Engineers (SPIE) [DOI: 10.1117/1.JMI
.3.1.013504]
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1 Introduction and evaluating response to treatment in patients with lung
cancer. It is, therefore, important to examine the uncertainty
in estimating the size (in this study, volume) of these types
of nodules.

The purpose of this work was to quantify measurement
uncertainty in the volumetric assessment of multidensity
lung nodules in a phantom CT study. Analyses included
both the measurement of the entire multidensity object as
well as the measurement of the inner core of the object.
To the best of our knowledge, this is one of the first studies
examining volumetry of mixed-density nodules in either
phantom or clinical studies. Related work includes the
study by Scherzinger et al.,> where nodules of the same
design were used to compare the effects of exposure (40 ver-
sus 200 mAs) on solid and mixed-density nodules. In this
study, we used a model-based volume estimation method
instead of a segmentation method, and in addition to expo-
sure, we examined the effects of nodule characteristics and
imaging parameters including nodule size and radiodensity,
slice collimation, slice thickness, and reconstruction filter.

The precision and accuracy of volume estimation of lung nod-
ules with thoracic computed tomography (CT) is affected by a
number of interrelated factors including acquisition and
reconstruction parameters, nodule characteristics, and measure-
ment tools.'? Understanding and quantifying the effect of these
factors are crucial in determining the utility of volumetric CT as
a potential metric of nodule size and change in size in clinical
practice. A number of studies examining the effect of such fac-
tors on nodule size estimation were summarized in a 2009
review by Gavrielides et al.' and a recent updated review.® In
previous work, we developed a model-based volume estimator®
and applied it in a number of phantom studies to examine the
effect of imaging protocols*® and to determine the minimum
detectable change in volume.” The use of phantom data allows
for a framework where true size is known, thus allowing for the
analysis of both bias and variance.

The aforementioned studies examined “solid” nodules for a
wide range of radiodensities (—630 to 100 HU). This work

focuses on volume estimation of “multidensity” nodules, con- Other studies'®"? focused on the measurement of solid (uni-
structed here as opacities of a fixed radiodensity, surrounded form-density) GGOs as opposed to the mixed-density objects
by an outer shell with a different radiodensity. These synthetic used in this study. The current nodule set included mixed-
n(?dules mir.nic nodules with surrounding inﬂammation, nod.ules density nodules with low-density outer shell and high-density
with necrotic centers, or ground glass opacities (GGO) with a inner core that mimic GGOs with a solid component, as well
solid component. Quantifying the size or change in size of as high-density outer shell and low-density inner shell that
such nodules is one clinical approach for long-term monitoring might mimic a low-density nodule with surrounding inflam-

mation or a nodule with necrotizing center.

*Address all correspondence to: Marios A. Gavrielides, E-mail: marios.
gavrielides @fda.hhs.gov 2329-4302/2016/$25.00 © 2016 SPIE
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2 Materials and Methods

2.1 Anthropomorphic Phantom and Synthetic
Nodules

Eight synthetic spherical nodule cores were manufactured
(CIRS, Norfolk, Virginia) and completely enclosed within a sec-
ond larger sphere of double the diameter, but with a different
density. Both the core and shell were of uniform density.
Different combinations of outer/inner diameters (20mm/10mm,
10mm/5mm) and densities (100HU/—-630HU, 10HU/
—630HU, —-630HU/100HU, —630 HU/ — 10 HU) were cre-
ated. All nodules were placed within the vasculature of an
anthropomorphic phantom, as (Lungman N1, Kyotokagaku,
Japan) shown in Fig. 1. Regions of interest showing central
CT slices of the four outer/inner HU combinations for the
20/10 mm nodules are shown in Fig. 2 to demonstrate the nod-
ule properties. Corresponding axial intensity profiles are shown
in Fig. 3.

2.2 Imaging Protocols

The phantom was scanned with a 16-detector row CT scanner
(Phillips Mx8000 IDT). Ten repeat scans were acquired per
acquisition protocol using exposures of 20, 100, and
200 mAs [with corresponding CTDI,,, values ranging within
(0.9 to 1.3 mGy), (4.4 to 6.6 mGy), (8.9 to 13.2 mGy), respec-
tively, with values varying due to different options in pitch and
collimation], slice collimations of 16x0.75 mm? and
16 x 1.5 mm?, and a pitch of 1.2. Slice data were reconstructed
with slice thicknesses of 0.8, 1.5, and 3.0 mm for the
16 X 0.75 mm? collimation and 2.0, 3.0, and 5.0 mm for the
16 x 1.5 mm? collimation, using two reconstruction filters
(medium and standard), for a total of 360 reconstructed CT
datasets.

2.3 Nodule Volume Estimation

There were two estimation tasks examined in this study: the esti-
mation of the volume of the entire mixed-density nodule and the
estimation of just the inner-core volume. For both tasks, object
volumes were estimated from the reconstructed CT scans using

a modified model-based approach based on a previously devel-
oped method for lung nodules.* Briefly, the method minimized a
cost function involving the target nodule and a bank of simu-
lated three-dimensional nodule templates. From the recon-
structed scans, volumes of interest (VOI) enclosing each of
the nodules were extracted based on user-defined seed points
approximately at the nodule centers. Each VOI was twice the
size of the outer-shell diameter in each direction. The VOIs
of the scanned synthetic nodules were matched to simulated
templates of the same size. The simulated nodule templates
were generated using a model of the helical multidetector CT
(MDCT) imaging system (MDCT simulator), which included
parameters specific to a scanner, (source-to-isocenter and
source-to-detector distances, number of detector rows, detector
element size), accounted for specified acquisition and
reconstruction parameters, and included a forward projection
of the object shape followed by filtered back projection-
based image reconstruction.* This model-based approach has
the advantage of incorporating both knowledge of the nodule
properties (e.g., shape and densities) and the imaging process
(e.g., the image acquisition and reconstruction parameters)
into the volume-estimation process.

Specific to this study, the simulated templates had the same
basic geometrical structure as the nodules, with a spherical outer
shell and a spherical inner core. Since the nodules did not have
the exact designed radiodensities due to manufacturing imper-
fections, the templates were generated with inner cores and outer
shells with a range of varying attenuations to capture the physi-
cal characteristics of the multidensity objects. To generate simu-
lated templates with an outer shell of radiodensity HU,., and
an inner core of radiodensity HU;,,., for a given mixed-density
object, the procedure shown in Fig. 4 was followed.

First, a template was simulated as a spherical object with size
s using an attenuation coefficient yp, equal to the ratio of the
attenuation coefficients needed to produce the radiodensities
HU,yr and HUj,,,, defined as

— .uouter _ /’lwater ( 1 000 + HUouter ) / 1 000

HR

Minner B ﬂwater(looo + HUinner)/ 1000
1000 + HU yyer
"~ 1000 + HUjppe,

Fig. 1 (a) Photographs of the anthropomorphic phantom used in this study and (b) the inner vasculature

to which synthetic nodules were attached.
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Fig. 2 Regions of interest (ROI) from CT scans of the multidensity nodules with outer/inner shell diam-
eters of 20/10 mm and outer/inner shell HU values of (a) 100/ -630, (b) 10/ -630 HU,
(c) —630/100 HU, and (d) —630/ — 10 HU. These ROIs were extracted from scans acquired with
120 KVP, 100 mAs, 1.2 pitch, 16 x 0.65 mm slice collimation, and reconstructed with 0.75 mm slice thick-
ness and a b40f reconstruction kernel. In addition to the four nodules shown here, the study utilized four
nodules with corresponding HU values but outer/inner shell diameters of 10/5 mm. Note that due to the
manufacturing process the spheres are not exactly concentric.

where poyer and pigner Were the linear attenuation coefficients
associated with HU, ., and HUj,,.., respectively. The linear
attenuation coefficient of the background, pp, was assumed
to be zero in this implementation. Then another template of
half the size (s/2) and with a linear attenuation coefficient
equal to 1 — up was simulated and added to the first template.
The result of the sum was a mixed-density template with a
spherical object of size s with an inner core of size s/2 and
ratio of pup between the outer shell and inner core. The
mixed-density template was then processed through the
MDCT simulator using the same acquisition and reconstruction
parameters as those used in the actual imaging process. Prior to
matching (applying the cost function), the template was multi-
plied with the average pixel value of a 3 X 3 X 3 voxel neigh-
borhood around the inner core centroid of the actual nodule
to be measured, thus producing a scaled intensity profile
(and values of HU ., and HUj,.,) similar to that of the nodule.

Templates were generated with pp ranging from 70% to
130% of the target value in increments of 0.1 times the target
value. For the low-density component of the nodules, a target
HU value of —500 was used for calculating p instead of the
designed —630, because HU values were observed to be consis-
tently higher than the designed values. For the task of estimating
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the volume of the entire object, templates were generated with
outer-shell diameters ranging from 90% to 110% of the target
diameter with increments of 1%, and inner core diameters were
fixed to the designed inner-core diameter. For the task of esti-
mating the volume of inner cores, templates were generated with
inner-core diameters ranging from 90% to 110% of the target
diameter with increments of 1%, and outer-shell diameters
were fixed to the designed nodule diameter. All templates
were generated with inner cores shifted around a
1 x 1x 1 voxel neighborhood, resulting in 27 templates for
each size and up combination, to account for the objects’
inner core and outer shell not being exactly concentric due to
the manufacturing process, as can be seen in Fig. 5. The
same nodule centroids were used for both estimation tasks.
The sum of absolute differences cost function (L' norm of
the difference image) was minimized to find the best matching
template.” It was beyond the scope of this work to examine the
effect that different cost functions might have on this volume-
estimation task. The effect of cost function selection was exam-
ined to an extent in our previous work, and it was found that
using the sum of absolute differences provided better results
in terms of bias and variance compared to the sum of squared
differences or normalized cross-correlation.* The same cost
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Fig. 3 Intensity profiles acquired vertically through the inner-core centers of the 20 mm/10 mm multi-
density nodules, as indicated with arrows in Fig. 2. Pixel intensities are related to HU values as:
pixel intensity = 1000 + HU. It can be seen that for the nodules with outer shell of —630 HU (bottom
2 nodules), a plateau for the outer shell at =630 HU is not clearly visible due to the modulation transfer

function of the CT system.

function was used for both estimation tasks; the difference
between the two tasks was the use of the different template
banks as described earlier. For the task of estimating the volume
of the entire nodule, the nodule volume of the best-matching
template was used as the estimate. Similarly, the inner-core vol-
ume of the best-matching template was used as the estimate for
the task of estimating the volume of the inner core.

2.4 Assessment of Volume Estimation

Prior to our analysis, all data were log-transformed (natural log)
to make the data better suited for subsequent analyses such as
repeated measures analysis of variance (ANOVA) which
assumes homoscedasticity (equal variance across groups).'* A
total of 2880 volume estimates were derived for each volume
estimation task, consisting of eight measurements (eight nod-
ules) in each of the 360 scans. From the log-transformed esti-
mates, estimation “bias” within a group of measurements £ was
defined as the difference between the expected value of the mea-
surements and the measurand (true value). In our study, 2 was
defined as the nodule set and group of imaging protocols. The
measurand was approximated by the reference standard value z,
which was based on measurements of nodule volumes from high
resolution micro-CT scans. The bias on  was then estimated in
the log-transformed domain first as

He e

| @

1-pp

Fig. 4 Schematic of the mixed-density template generation process.
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0. = mean(log y;; — log Zi)(i_j)eg’ (D
where the subscript L refers to the log transformation of the vol-
ume measurements, y; ; refers to the lung nodule volume meas-
urement of the i’th nodule under the j’th imaging protocol and
k’th replicate scan (k = 1,2,...10), and z; refers to the refer-
ence standard value of the i’th nodule. For easier interpretation,
bias was converted into a percentage [hereafter referred to as
“percent bias”(PB)] using

5p.a = lexp(8.0) — 1] X 100%, 2)
where the subscript P refers to the conversion to PB. Similarly,
the standard deviation of measurements in € was estimated in
the log-transformed domain as

1

m Z (log yiji - u)?,

(i./)eQ

3

oLQ =

where y = mean(log y; ;) ij)eo.anx and Ng equals the number
of measurements in Q. Va%ues were converted to percentage in
the same way as in Eq. (2), and reported as standard deviation of
percent error (SPE).

PB and SPE were measured for each of the eight mixed-den-
sity nodules used in the study, as well as for selected subgroups
of volume estimates. Ninety-five percent confidence intervals
(95% CI) of PB measures were calculated using Student’s t sta-
tistics, as implemented in the MATLAB Statistics Toolbox
(version 9.0, R2014a, Mathworks, Natick, Massachusetts).
The 95% CI for the SPE measures were calculated using chi
statistics.

Subgroups of volume estimates were selected based on the
results of n-way ANOVA with two-way interaction analysis. The

Jan—-Mar 2016 « Vol. 3(1)
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.

Fig. 5 Cross-section of a mixed-density nodule and a set of sample of templates used in estimating the
volume of the nodule’s inner core. (a) Cross-section of a synthetic nodule (20 mm, —630 HU) outer shell
and (10 mm, +100 HU) inner core, scanned at 100 mAs and reconstructed at 0.75 mm slices.
(a) Template with 20 mm/10 mm outer shell/inner core. (c) and (d) Templates with 10 mm inner
core horizontal shifted of 1, and —1 pixel, respectively. (e) and (f) Templates with 20 mm/9.5 mm
and 20 mm/10.5 mm outer shell/inner core, respectively. The other variables used to create a complete
set of templates were shifts in the vertical and axial direction, and the ratio of outer shell to inner-core
radiodensities in addition to horizontal shifts and changes in the inner core to outer shell size ratio.

<«

individual factors included were “exposure,” “reconstruction
kernel,” “slice thickness/collimation,” and “nodule size,” The
factor slice thickness/collimation refers to slice thickness recon-
structed from a certain detector collimation (thickness of 0.75,
1.5, and 3 mm derived from 16 X 0.75 mm collimation and 2, 3,
and 5 mm derived from 16 X 1.5 mm) so that the reconstructed
scans with 3-mm slice thickness derived from 16 X 0.75 mm
would be distinguished from those derived using a 16 X 1.5 mm
collimation. Nodule size referred to the outer-shell/inner-core
combination, which could be either 20 mm/10 mm or 10 mm/
5 mm. The implemented model treated variables as fixed fac-
tors. The analysis included hypothesis testing using F-statistics
to determine whether each variable or interaction contributes
significantly to the overall variance. “Eta-squared”!> was used
for ranking substantial contribution to overall error. The eta-
squared, interpreted as the proportion of the total variance that
is attributed to an explanatory variable, was calculated as the
ratio of the between-group sum of squares to the total sum of
squares.

3 Results

The results of the ANOVA analysis, summarized in Table 1,
indicated that nodule size, “slice collimation/thickness,” and
the interaction of these two factors, were the most significant
factors in terms of their contribution to overall variance, as indi-
cated by achieving statistical significance and having an eta-
squared value above 0.05. As such, PB and SPE were further
calculated as a function of nodule size across different slice col-
limation/thickness values.

Results are listed in Table 2, specific to the two estimation
tasks examined in this study, the estimation of the entire object
volume and the estimation of the inner-core volume. Figures 6
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and 7 show the findings of Table 2 for the analysis of PB and
SPE, respectively. For these analyses, volume estimates from
nodules of the same size (i.e., estimates from the four nodules
with outer shell/inner core of 20 mm/10 mm, as well as esti-
mates from the four nodules with outer shell/inner core of
10 mm/5 mm) were pooled together. Looking at the “effect
of nodule size” for the estimation of the entire object, it can
be seen (Fig. 6) that the differences in PB between the
10 mm/5 mm and 20 mm/10 mm nodule sizes were in the
order of 4.6% or less across slice thickness, except for scans
reconstructed with 5 mm slice thickness, where the difference
reached 12.7%. For the estimation of the inner core, differences
in PB between the two sizes (10 and 5 mm) across all slice thick-
nesses were higher, ranging from 1.4% to 17.1%. Similar pat-
terns were observed for differences between the SPE values
across nodule size (Fig. 7); for the entire object task differences
in SPE were in the order of 2.7% or less, whereas for the inner
core task differences ranged more widely from 2.2% to 16.2%.

Looking at the “effect of slice collimation/thickness,” it can
be seen from Fig. 6 that for the task of estimating the entire
object volume, PB varied mildly within the range of —2.2%
to 4.6% with varying slice collimation/thickness, with the
exception of measuring the smaller nodules (10 mm/5 mm)
using the 5 mm slice thickness scans, where PB reached
14.3%. However, the effect of slice collimation/thickness was
more pronounced for the estimation of the inner core; PB varied
in the range of —11.1% to 17.5% across slice collimation/thick-
ness for the smaller nodules (10/5 mm). The effect was less
pronounced for the 20 mm/10 mm nodules where PB varied
within —7.8% to 0.5%. Regarding variance, it can be seen
from Fig. 7 that SPE values spanned a wider range (3.8% to
20.1%) across slice collimation/thickness in the inner-core

Jan—-Mar 2016 « Vol. 3(1)
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Table1 Results of N-way ANOVA analysis to determine significant factors and two-way interactions between factors. “Slice coll./thickness” refers
to a slice thickness specific to a certain slice collimation. “Recon. kernel” refers to reconstruction kernel.

F-value Prob > F Eta-squared F-value Prob > F Eta-squared

Variable Entire object Inner core

Nodule size 385.6 0 0.09 229.8 0 0.05
Slice coll./thickness 108.5 0 0.13 194.1 0 0.21
Exposure 7.3 0.0007 <0.01 0.6 0.5315 <0.01
Recon. kernel 14.2 0.0002 <0.01 1.9 0.1705 <0.01
Nodule size x slice coll./thickness 48.2 0 0.06 107.6 0 0.12
Nodule size x exposure 5.5 0.0042 <0.01 2.1 0.1279 <0.01
Nodule size x recon. kernel 2.9 0.0898 <0.01 7.2 0.0075 <0.01
Slice coll./thickness x exposure 3.9 0 0.01 5.5 0 0.01
Slice coll./thickness x recon. kernel 0.2 0.9638 <0.01 0.5 0.7748 <0.01
Exposure x recon. kernel 0.0 0.9654 0.00 0.1 0.8657 0.00

Table 2 Volume estimation error across nodule size and slice collimation/thickness. Values in square brackets indicate 95% confidence intervals.

Slice coll./thickness

PB for entire object

SPE for entire

PB for inner core

SPE for inner core

across nodule size (95% C.1.) object (95% C.l.) (95% C.1.) (95% C.1.)
16 x 0.75 mm/0.8 mm

10 mm/5 mm 0.7 [0.0 1.4] 5.6 [5.1 6.1] -11.1 [-12.6 -9.5] 14.9 [13.6 16.5]
20 mm/10 mm -2.2 [-2.8 -1.6] 5.2[4.8 5.7] -5.4 [-6.0 —4.8] 5.1 [4.7 5.6]
16 x0.75 mm/1.5 mm

10 mm/5 mm 3.0[2.2 3.7] 5.7 [5.2 6.2] -8.2[-9.7 -6.7] 13.8 [12.6 15.3]
20 mm/10 mm -1.6 [-2.3 -0.9] 5.6 [5.1 6.2] -6.8 [-7.4 -6.2] 5.2 [4.7 5.7]
16 x 0.75 mm/3.0 mm

10 mm/5 mm 2.2[1.4 3.0] 6.4 [5.9 7.1] 3.3[0.9 5.7] 20.1 [18.3 22.3]
20 mm/10 mm 0.5[-0.4 1.4] 7.0[6.47.7] —4.4[-4.8 -3.9] 3.9 [3.6 4.3]
16x 1.5 mm/2.0 mm

10 mm/5 mm 2.6 [2.3 2.8 2.1[2.02.3] 4.7 [-6.7 -2.7] 17.7 [16.1 19.6]
20 mm/10 mm 0.7 [0.2 1.4] 48[4.45.2] -5.8 [-6.3 -5.3] 4.2 [3.8 4.6]
16 x 1.5 mm/3.0 mm

10 mm/5 mm 4.2 [3.7 4.7] 3.7 [3.4 4.0] 9.3[7.9 10.6] 10.2 [9.4 11.3]
20 mm/10 mm 0.6 [-0.0 1.2] 5.1 [4.7 5.7] -7.8[-8.4 -71] 5.8 [5.3 6.3]
16x 1.5 mm/5.0 mm

10 mm/5 mm 14.3 [13.0 15.7] 9.9 [9.1 10.9] 17.5[17.0 18.1] 3.8 [3.5 4.2]
20 mm/10 mm 1.6 [0.4 2.8] 9.6 [8.8 10.6] 0.4 [-0.4 1.1] 6.0 [5.5 6.6]
Journal of Medical Imaging 013504-6 Jan—-Mar 2016 « Vol. 3(1)
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Fig. 6 PB across slice thickness for the two nodule sizes used in the study (outer-shell/inner-core com-
binations of 20 mm/10 mmand 10 mm/5 mm). Slice thickness values were based on slice collimation of
16 x 0.75 mm except from those indicated with * (slice collimation of 16 x 1.5 mm). Top plot refers to the
estimation of the entire object volume; bottom plot refers to the estimation of the inner-core volume. Error

bars indicate 95% confidence intervals.

measurement of the 10 mm/5 mm nodules compared to
the entire object measurement (5.2% to 7.0%). For the
20 mm/10 mm nodules, smaller SPE differences were observed
across slice collimation/thickness as well as across the entire
object and inner-core measurements.

For the estimation of the inner core, neither exposure [the
“product of tube current and time” (mAs)] nor reconstruction
kernel were found to be statistically significant individual fac-
tors in the ANOVA analysis (Table 1). These two factors were
found to be statistically significant for the estimation of the
“entire object,” but their effect (based on eta-squared values)

SPE
G
T

0.8 mm 1.5 mm

SPE

0.8 mm 1.5 mm

Estimation of entire object volume

2.0 mm*
Slice thickness

2.0 mm*

was small compared to the effect of nodule size and slice colli-
mation/thickness.

In terms of bias and variance, exposure and reconstruction
kernel showed small differences (not shown in Table 2) between
settings for PB (in the order of 1% or less) and SPE (in the order
of 1.6% or less). The results regarding exposure were in line
with the reported results by Scherzinger et al.” on nodules of
the same design in that volumetric bias was not influenced
by changes in CT dose.

In addition to the analysis of PB and SPE across the most
significant factors (nodule size and slice collimation/thickness),

I 10 mm/5 mm
I 20 mm/10 mm

3.0 mm 3.0 mm* 5.0 mm*

Estimation of inner core volume

3.0 mm 3.0 mm* 5.0 mm*

Slice thickness

Fig. 7 SPE across slice thickness for the two nodule sizes used in the study (outer-shell/inner-core com-
binations of 20 mm/10 mmand 10 mm/5 mm). Slice thickness values were based on slice collimation of
16 x 0.75 mm except from those indicated with * (slice collimation of 16 x 1.5 mm). Top plot refers to the
estimation of the entire object volume; bottom plot refers to the estimation of the inner-core volume. Error

bars indicate 95% confidence intervals.
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values of PB and SPE were calculated for each of the eight nod-
ules used in our study. Results are shown in Tables 3 and 4, for
the estimation of the outer shell and inner core, respectively. For
this analysis, estimates were pooled across all imaging proto-
cols, except from the 5 mm slice thickness which was shown
in the analysis above to produce substantially higher PB and
wider 95% C.I for the 10/5 mm nodules.

Table 3 lists results for estimating the volume of the entire
object for each of the mixed-density nodules. Results show PB
values across all nodules and imaging protocols ranging from
—5.1% to 6.6% and SPE values ranging from 1.5% to 7.6%.
In related work by Scherziger et al.,” a segmentation-based
method was applied to nodules of the same design as those in
our study. Results showed relative bias in the order of 15% (stan-
dard deviation in the order of 20%). The relative increase in bias
and variance compared to the results seen in our study could be
due to the use of a segmentation method; in related work, Li
et al.' reported differences of similar magnitude between the
estimation error using this model-based approach and a segmen-
tation method. No substantial trends specific to the different
outer-shell/inner-core radiodensity combinations were observed.

Values of PB and SPE for estimating the volume of the “inner
core” for each of the mixed-density nodules are tabulated in
Table 4. Results show PB values across all nodules and imaging
protocols ranging from —12.6% to 5.7% and SPE values ranging
from 2.0% to 17.7%. The range of PB was larger and the values
of SPE were higher for the inner-core measurement. Both find-
ings are in line with literature findings that volumetric estima-
tion error decreases with increasing nodule size.! Again, no
trends specific to the different outer-shell/inner-core radioden-
sity combinations were observed.

4 Discussion

The above results regarding factors affecting lung nodule volu-
metric error provide further evidence to literature findings'
regarding the interaction of slice thickness with nodule size;
it can generally be concluded that nodules with diameters of

Table 3 Entire object volume estimation results for the multidensity
synthetic lung nodules. Results were derived from volume estimates
pooled together across all different imaging parameters except for the
5 mm slice thickness (300 total measurements for each object).
Values in square brackets indicate 95% confidence intervals.

Outer-shell/inner-core Volume estimation results

Table 4 Inner core volume estimation results for the multidensity syn-
thetic lung nodules. Results were derived from volume estimates
pooled together across all different imaging parameters except for
the 5 mm slice thickness (300 total measurements for each object).
Values in square brackets indicate 95% confidence intervals.

Volume estimation results
for inner core

Outer-shell/inner-core
characteristics

Diameter Radiodensity

Object  (mm) (HU) PB SPE
1 10/5 100/ -630 -32[-52-12] 17.7[16.4
19.2]
2 10/5 10/ -630 -12.6 [-14.5 16.2 [15.0
-10.8] 17.6]
3 10/5  —630/100 5.0 [4.0 6.0] 8.8 [8.2 9.6]
4 10/5 -630/10 5.7 [4.4 6.7] 9.2 [8.5 10.0]
5 20/10 100/ -630 -9.8[-10.3 -9.3] 4.5[4.24.9]
6 20/10 10/ -630 —6.7[-7.2-6.2] 4.5 [4.24.9]
7 20/10  -630/100 -3.5[-3.8-3.3] 20[1.922]
8 20/10  -630/10  —-3.7[-4.0 -3.3] 3.1[2.9 3.4]

>10 mm can be measured with reasonable bias and variance
using slice thickness <3 mm, whereas subcentimeter nodules
should preferably be measured with slice thickness <3 mm.
Our study had some limitations. The implementation of the
model-based estimation method utilized in our study was not
ideal, since it assumed that the inner cores were either concentric
or offset by an integer pixel in relation to the entire object; for
some nodules this assumption was not true, thus creating a small
measurement bias. By design, the model-based estimator was
informed of the nodule’s shape. As such, it had an advantage
over segmentation methods that do not have this information
available. In theory, this model-based estimator would yield esti-
mates with low bias so the identified factors affecting lung nod-
ule volume measurements would likely be from the nodule and
the CT system themselves and less dependent on the volume
estimation method compared to using a segmentation algorithm.
In that context, the results in this study are intended to approxi-
mate a lower bound on estimation error. Second, in the estima-

characteristics for entire object tion of the entire object or inner core, the corresponding inner

Radiodensity core or entire object sizes, respectively, were held constant. The

Object Diameter (HU) PB SPE reason for not simultaneously varying both the outer-shell and

inner-core diameters was that it was too computationally inten-

1 10/5 100/ - 630 0.1[-0.71.0] 7.6[7.18.3] sive considering that yp and the templates’ centroids were also

9 10/5 10/ - 630 32[2835 31[2.934] valjied. Varying the §izes of.those components, e.g., the ent‘ire

object when measuring the inner core, could affect the choice

3 10/5 —-630/100 4.9 [4.45.3] 3.8[3.54.2] of the matching template. It has to be noted that our volume

estimation method was not intended for application to clinical

4 10/5 —630/10 2.4[2.12.7] 2.8[2.6 3.1] nodules, but only for quantifying and ranking the different fac-

5 20/10 100/ — 630 _45[-49-42] 31[2.833] Fors affe(.:ting volumetri.c CT. In future work, We will addre.:ss the

impact, in terms of estimation error, of providing the estimator

6 20/10 10/ -630 -51[-5.3-5.0] 1.5[1.41.7] with less information regarding the nodule properties, such as
not providing the nodule shape.

7 20/10  -630/100 21[1.725]  3.5[3338] Another limitation of the study is the lack of parenchyma in

8 20/10  —630/10 666469 252327 the phantom lung. As such, the error values reported hgre might

be different when measurements are made of nodules with lower
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contrast-to-background ratios or when using different volume
estimation methods. Additionally, this work was limited to
spherical objects (both the entire and inner core) and did not
address issues related to complexity in nodule shape. Finally,
the CT scans used in our study were acquired using a single
Phillips scanner. Although there is no a priori reason why
these results would not generalize to other scanners, additional
studies would still be useful to verify the generalizability of
these results to other scanners.

Overall, the results show that the volume of different com-
ponents of multidensity nodules can be measured with relatively
small error (PB on the order of less than +13%) when account-
ing for the heterogeneous nature of the nodule. This finding is
comparable to results from our previous work*® that focused on
single-density spherical nodules with diameters ranging in size
between 5 and 20 mm and densities of —630 to 100 HU, and
showed absolute PB of 9.1% or less. As a point of reference, the
quantitative imaging biomarkers alliance profile for CT-based
lung tumor volume change claims that “there is a 95% proba-
bility that the measured change within the range of —25% to
+30% encompasses the true tumor volume change””!” As
expected, the PB seen in our study was less than the 30%
value due to less complex nodules and surrounding background
in our phantom compared to clinical nodules and the use of a
model-based estimation method that was designed to indicate a
lower bound of estimation error.

As part of our ongoing effort to share data,'® the CT datasets
used in this study will become publicly available through the
Cancer Imaging Archive in 2016 (as part of the Phantom
FDA collection), along with corresponding digital object
identifier.

5 Conclusions

The results show that the volumes of different components of
multidensity nodules can be measured with relatively small
error (PB on the order of less than +13%) when accounting
for the heterogeneous nature of the nodule. These findings pro-
vide information for understanding uncertainty in clinical mea-
surements of nodules that include components of different
densities such as GGO with a solid component.
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