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Abstract

Sensory information is critical for movement control, both for defining the targets of actions and 

providing feedback during planning or ongoing movements. This holds for speech motor control 

as well, where both auditory and somatosensory information have been shown to play a key role. 

Recent clinical research demonstrates that individuals with severe speech production deficits can 

show a dramatic improvement in fluency during online mimicking of an audiovisual speech signal 

suggesting the existence of a visuomotor pathway for speech motor control. Here we used fMRI in 

healthy individuals to identify this new visuomotor circuit for speech production. Participants 

were asked to perceive and covertly rehearse nonsense syllable sequences presented auditorily, 

visually, or audiovisually. The motor act of rehearsal, which is prima facie the same whether or 

not it is cued with a visible talker, produced different patterns of sensorimotor activation when 

cued by visual or audiovisual speech (relative to auditory speech). In particular, a network of brain 

regions including the left posterior middle temporal gyrus and several frontoparietal sensorimotor 

areas activated more strongly during rehearsal cued by a visible talker versus rehearsal cued by 

auditory speech alone. Some of these brain regions responded exclusively to rehearsal cued by 

visual or audiovisual speech. This result has significant implications for models of speech motor 

control, for the treatment of speech output disorders, and for models of the role of speech gesture 

imitation in development.
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1. Introduction

Visual speech – the time-varying and pictorial cues associated with watching a talker’s head, 

face and mouth during articulation – has a well-known and dramatic effect on speech 

perception. Adding visual speech to an auditory speech signal improves intelligibility for 

both clear (Arnold and Hill, 2001) and distorted (Erber, 1969; MacLeod and Summerfield, 

1987; McCormick, 1979; Neely, 1956; Ross et al., 2007; Sumby and Pollack, 1954) speech, 

improves acquisition of non-native speech sound categories (Hardison, 2003), and can alter 

the percept of an acoustic speech stimulus (McGurk and MacDonald, 1976). It is no 

surprise, then, that the vast majority of research and theory involving visual speech concerns 

its influence on perception. Conversely, research on auditory speech has focused not only on 

its fundamental contribution to perception, but also on the crucial role of auditory speech 

systems in supporting speech production. Specifically, evidence suggests that auditory 

speech representations serve as the sensory targets for speech production. Briefly, auditory 

speech targets are predominantly-syllabic representations in the posterior superior temporal 

lobe that comprise the higher-level (i.e., linguistic) sensory goals for production (Hickok, 

2012). Articulatory plans are selected to hit these targets. Thus, essentially a target is the 

sound pattern that the talker is trying to articulate. According to current theory, auditory 

targets are integrated with speech motor plans via a dorsal sensorimotor1 processing stream 

(Guenther, 2006; Hickok, 2012, 2014; Hickok et al., 2011; Indefrey and Levelt, 2004; 

Tourville et al., 2008). Various sources of evidence confirm that intact auditory speech 

representations are necessary for normal speech production. These include articulatory 

decline in adult-onset deafness (Waldstein, 1990), disruption of speech output by delayed 

auditory feedback (Stuart et al., 2002; Yates, 1963), and compensation for altered auditory 

feedback (Burnett et al., 1998; Purcell and Munhall, 2006).

Here we consider the role of visual speech in production and the neural circuits involved. 

Existing evidence shows that visual speech indeed plays such a role. A classic study 

(Reisberg et al., 1987) – one that, in fact, is frequently cited to support claims that visual 

speech increases auditory intelligibility – suggests that audiovisual speech facilitates 

production. In this study, participants were asked to shadow (listen to and immediately 

repeat word-by-word) spoken passages that were easy to hear but hard to understand – 

specifically, passages were spoken in a recently acquired second language, spoken in 

accented English, or drawn from semantically and syntactically complex content. The 

dependent variable was the tracking (speech production) rate in words per minute, and this 

rate significantly increased when spoken passages were accompanied by concurrent visual 

speech.

1Throughout the manuscript, we will use the terms ‘motor’ or ‘senorimotor’ to refer to operations that participate in generating 
speech. These may include sensory systems (the targets of motor control) and cognitive operations such as attention, working 
memory, sequencing, etc., that are necessary for normal speech production
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Circumstantial evidence for the claim that visual speech supports production can be drawn 

from recent neurophysiological research indicating that visual and audiovisual speech 

activate the speech motor system (Callan et al., 2003; Hasson et al., 2007; Ojanen et al., 

2005; Okada and Hickok, 2009; Skipper et al., 2007; Watkins et al., 2003). Although again 

this evidence is often interpreted to support a role for the motor system in visual or 

multimodal speech perception (Möttönen and Watkins, 2012; Schwartz et al., 2012), the 

reverse relation – visual speech supports production – is equally plausible. This notion 

motivated some of our own research examining the effects of visual speech on production. 

Upon observing that visual and auditory speech perception activate the speech motor system 

(Fridriksson et al., 2008; Rorden et al., 2008), we hypothesized that perceptual training with 

audiovisual speech would improve the speech output of nonfluent aphasics. Indeed, when 

patients were trained on a word-picture matching task, significant improvement in 

subsequent picture naming was observed, but only when the training phase included 

audiovisual words (Fridriksson et al., 2009). We later observed a striking effect we termed 

“Speech Entrainment” (SE), in which shadowing of audiovisual speech allowed patients 

with nonfluent aphasia to increase their speech output by a factor of two or more 

(Fridriksson et al., 2012). This effect was not observed for shadowing of unimodal auditory 

or visual speech, which suggests the following: motor commands for speech at some level of 

the motor hierarchy are relatively intact in some cases of nonfluent aphasia, and visual 

speech when combined with auditory speech provides crucial information allowing access to 

these motor commands.

As such, current evidence points to the conclusion that visual speech plays a role in speech 

motor control, at least in some situations. To be specific, we assume that the noted 

behavioral increases in speech output during or following exposure to audiovisual speech 

reflect the activation of a complementary set of visual speech targets (i.e., the visual patterns 

a talker is trying to produce) that combine with auditory speech targets to facilitate speech 

motor control. The origin of this visual influence on speech motor control likely comes via 

the role of visual speech in early acquisition of speech production, as is the case for auditory 

speech (Doupe and Kuhl, 1999; Ejiri, 1998; Oller and Eilers, 1988; Werker and Tees, 1999; 

Wernicke, 1969; Westermann and Miranda, 2004). To wit, human infants have a remarkable 

perceptual acuity for visual speech – they can detect temporal asynchrony in audiovisual 

speech (Dodd, 1979; Lewkowicz, 2010), match and integrate auditory and visual aspects of 

speech (Kuhl and Meltzoff, 1982; Lewkowicz, 2000; Patterson and Werker, 1999, 2003; 

Rosenblum et al., 1997), and they also show perceptual narrowing to native-language speech 

sounds perceived visually (Pons et al., 2009) as is true in the auditory modality (Werker and 

Tees, 1984). Moreover, neonates imitate at least some visually-perceived mouth movements 

(Abravanel and DeYong, 1991; Abravanel and Sigafoos, 1984; Kugiumutzakis, 1999; 

Meltzoff and Moore, 1977, 1983, 1994), and imitation increases over the first year of age 

with mouth movements forming a greater proportion of copied actions at early ages (Masur, 

2006; Uzgiris et al., 1984). Crucially, infants who look more at their talking mother’s mouth 

at 6 months of age score higher on expressive language at 24 months of age (Young et al., 

2009), and infants begin to shift their attention from eyes to mouth between 4 and 8 months 

of age (Lewkowicz and Hansen-Tift, 2012) when babbling first begins to resemble speech-

like sounds (Jusczyk, 2000; Oller, 2000); furthermore, attention shifts back to the eyes at 12 
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mo (Lewkowicz and Hansen-Tift, 2012) after narrowing toward native language speech 

patterns has occurred in both perception (Jusczyk, 2000; Werker and Tees, 1984) and 

production (cf., Werker and Tees, 1999).

It is likely that exposure to visual speech during acquisition of speech production establishes 

the neural circuitry linking visually-perceived gestures to the speech motor system. The 

behavioral and neuropsychological data reviewed above suggest such circuitry remains 

active in adulthood, as is the case for auditory speech (Hickok and Poeppel, 2007). A 

straightforward hypothesis concerning the mechanism for sensorimotor integration of visual 

speech is that visual speech is first combined with auditory speech via multisensory 

integration (e.g., in the posterior superior temporal lobe; Beauchamp et al., 2004; 

Beauchamp et al., 2010; Bernstein and Liebenthal, 2014; Calvert et al., 2000), and the 

resulting integrated speech representation is then fed into the auditory-motor dorsal stream 

either directly or by feedback with the auditory system (Arnal et al., 2009; Bernstein and 

Liebenthal, 2014; Calvert et al., 1999; Calvert et al., 2000; Okada et al., 2013). Another 

possibility is that visual speech activates dorsal stream networks directly, i.e., converging 

with auditory speech information not in (multi-) sensory systems but in the auditory-motor 

system. Indeed, speech-reading (perceiving visual speech) activates both multimodal 

sensory speech regions in the posterior superior temporal lobe and a well-known 

sensorimotor integration region for speech (Spt) in left posterior Sylvian cortex (Okada and 

Hickok, 2009). A third possibility is that dedicated sensorimotor networks exist for visual 

speech, distinct from the auditory-motor pathway. Speech Entrainment provides indirect 

support for this position – namely, the addition of visual speech improves speech output in a 

population for which canonical auditory-motor integration networks are often extensively 

damaged (Fridriksson et al., 2014; Fridriksson et al., 2012).

In the current study, we attempted to disambiguate these possibilities by studying the 

organization of sensorimotor networks for auditory, visual, and audiovisual speech. 

Specifically, we used blood-oxygen-level-dependent (BOLD) fMRI to test whether covert 

repetition of visual or audiovisual speech: (1) increased activation in known auditory-motor 

circuits (relative to repetition of auditory-only speech), (2) activated sensorimotor pathways 

unique to visual speech, (3) both, or (4) neither. Covert repetition2 is often employed to 

identify auditory-to-vocal-tract networks (Buchsbaum et al., 2001; Hickok et al., 2003; 

Okada and Hickok, 2006; Rauschecker et al., 2008; Wildgruber et al., 2001). We adapted a 

typical covert repetition paradigm to test whether using visual (V) or audiovisual (AV) 

stimuli to cue repetition recruits different sensorimotor networks versus auditory-only (A) 

input. To explore the space of hypotheses listed above, i.e., (1), (2), (3), and (4), we 

identified regions demonstrating an increased rehearsal-related response for V or AV inputs 

relative to A. Briefly, the results demonstrate that using V or AV speech to cue covert 

reptition increases the extent of activation in canonical auditory-motor networks, and results 

in activation of additional speech motor brain regions (over and above A). Moreover, a 

sensorimotor region in the left posterior middle temporal gyrus activates preferentially 

during rehearsal and passive perception in the V and AV modalities, suggesting that this 

2Covert production is preferred because overt production makes it difficult to distinguish activation to passive perception (i.e., via 
external feedback during overt production) versus activation to motor-rehearsal components of the task.
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region may host visual speech targets for production. To the best of our knowledge, this is 

the first time this type of sensorimotor-speech design has been applied comprehensively to 

multiple input modalities within the same group of participants. The goal of this application 

was to provide an initial characterization of the sensorimotor networks for (audio-)visual 

speech, whereas putative auditory-motor networks have been characterized and studied 

extensively (Brown et al., 2008; Hickok et al., 2009; Price, 2014; Simmonds et al., 2014a; 

Simmonds et al., 2014b; Tourville et al., 2008).

2. Materials and Methods

2.1 Participants

Twenty (16 female) right-handed native English speakers between 20 and 30 years of age 

participated in the fMRI study. All volunteers had normal or corrected-to-normal vision, 

normal hearing by self-report, no known history of neurological disease, and no other 

contraindications for MRI. Informed consent was obtained from each participant in 

accordance with University of South Carolina Institutional Review Board guidelines. An 

additional nine native English speakers between 21 and 31 year of age participated in a 

follow-up behavioral study. One of these participants was left-handed. Volunteers for the 

follow-up study had normal or corrected-to-normal vision and normal hearing by self-report. 

Oral informed consent was obtained in accordance with UC Irvine Institutional Review 

Board guidelines.

2.2 Stimuli and Procedure

Forty-five digital video clips (3s duration, 30 fps) were produced featuring a single male 

talker shown from the neck up. In each clip, the talker produced a sequence of four 

consonant-vowel (CV) syllables drawn from a set of six visually distinguishable CVs: /ba/, /

tha/, /va/, /bi/, /thi/, /vi/ (IPA: /ba/, /ða/, /va/, /bi/, /ði/, /vi/). The consonant was voiced for 

each individual CV. The CVs were articulated as a continuous sequence with the onset of 

each component syllable timed to a visual metronome at 2 Hz. Each of the six CVs appeared 

exactly 30 times across all 45 clips and any given CV was never repeated in a sequence. 

Otherwise, the ordinal position of each CV within a sequence was selected at random (see 

Supplementary Methods for more details concerning stimulus construction).

Syllable sequences were presented to participants in each of three modalities (Figure 1A): 

auditory-only (A), visual-only (V) and audiovisual (AV). In the A modality, clips consisted 

of a still frame of the talker’s face paired with auditory recordings of CV syllable sequences. 

In the V modality, videos of the talker producing syllable sequences were presented without 

sound. In the AV modality, videos of the talker producing syllable sequences were presented 

along with the concurrent auditory speech signal. In addition, syllable sequences were 

presented in three experimental conditions: perception followed by covert rehearsal (P

+RHRS), perception followed by rest (P+REST), and continuous perception (CP). A single 

trial in each condition comprised a 10s period (Figure 1B): a visual cue indicating the 

condition (1.5s) followed by a blank gray screen (uniformly jittered duration, 0.5–2s), 

stimulation (6s), and then a black fixation “X” on the gray background (remainder of 10s). 

Only the 6s stimulation period varied by condition. In the P+RHRS condition, participants 
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were asked to “perceive” (watch, listen to, or both) syllable sequences (3s) and then covertly 

rehearse (single repetition) the perceived sequence in the period immediately following (3s). 

In the P+REST condition, participants were asked to perceive syllable sequences (3s) 

followed immediately by a period of rest (3s without covert articulation). In the CP 

condition, participants were asked to perceive a syllable sequence that was presented twice 

so as to fill the entire stimulation period (6s). There were also rest (baseline) trials in which 

the black fixation “X” was presented for the entire 10s. Functional imaging runs consisted of 

40 trials, 10 from each condition and 10 rest trials. Runs were blocked by modality – that is, 

of nine functional runs, there were three A runs, three V runs, and three AV runs, presented 

in pseudo-random order (the same modality was never repeated more than once and each 

participant encountered a different presentation order). Within each run, trials from each 

condition were presented in pseudo-random order (same condition never repeated more than 

once and rest trials were never repeated; see Supplementary Methods). Stimulus delivery 

and timing were controlled using the Psychtoolbox-3 (https://www.psychtoolbox.org/) 

implemented in Matlab (Mathworks Inc., USA). Videos were presented centrally and 

subtended 6.9°×5.0° of visual angle. The face and mouth of the talker subtended 3.0° and 

1.5° of visual angle, respectively.

2.3 Follow-up Behavioral Study

In order to assess the difficulty of the P+RHRS task across presentation modalities (A, V, 

AV), a second group of participants was asked to complete an overt repetition task outside 

the scanner. The stimuli were the same as those used in the fMRI experiment. Stimulus 

presentation was carried out on a laptop computer running Ubuntu Linux v12.04. Stimulus 

delivery and timing were controlled using the Psychtoolbox-3 (https://

www.psychtoolbox.org/) implemented in Matlab (Mathworks Inc., USA). Sounds were 

presented over Sennheiser HD 280 pro headphones. Participants were seated inside a 

double-walled, sound-attenuated chamber.

Participants were made explicitly aware of the stimulus set (/ba/, /tha/, /va/, /bi/, /thi/, /vi/) 

prior to the experiment. On each trial, a syllable sequence was presented (3s) followed by a 

fixation cross indicating that the participant should begin to repeat the sequence once out 

loud. Participants were asked to match the presentation rate of the syllable sequence (2 Hz) 

but the response period was unconstrained. Oral responses were recorded using the internal 

microphone of the stimulus presentation computer. After completing the oral response, the 

participant pressed the ‘Return’ key. At this time four boxes appeared on the screen, each of 

which was labeled using the true syllable (in the correct position) from the target sequence 

presented on that trial. The participant was instructed to select the syllables that were 

repeated in the correct position (i.e., correct his/her own response). Prior to response 

correction, the participant was instructed to play back the response over the headphones by 

pressing the ‘p’ key. Following response correction, the next trial was then initiated by 

pressing the ‘Return’ key. After the experiment was completed, the verbal utterance from 

each trial was played back and scored/checked manually by an experimenter (JHV).

Participants completed six practice trials, two in each presentation modality (A, V, AV), 

followed by 30 experimental trials (10 per modality). Trials were blocked by presentation 
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modality with order counterbalanced across participants. The particular syllable sequences 

presented to each participant were drawn at random from the set of 45 sequences used in the 

fMRI experiment. Performance on the task was quantified by three measures. First, we 

scored the mean number of syllables (per trial) correctly repeated in the correct position 

(Ncor) of the syllable sequence. Second, we scored the mean number of syllables (per trial) 

correctly repeated regardless of position (Nany) in the syllable sequence. Finally, we scored 

the mean number of utterances completed per trial, regardless of correctness, within three 

seconds from the onset of the fixation cross (N3s); three seconds was chosen to match the 

duration of the response period during the fMRI experiment. These measures were tabulated 

separately for each modality, and separate repeated measures ANOVAs (Greenhouse-

Geisser corrected) were conducted for each measure including a single factor (modality) 

with three levels (A, V, AV). Post-hoc pairwise comparisons were carried out using the 

paired-samples t-test with Bonferroni correction for multiple comparisons (threshold p-value 

0.0167).

2.4 Scanning Parameters

MR images were obtained on a Siemens 3T fitted with a 12-channel head coil and an audio-

visual presentation system. We collected a total of 1872 echo planar imaging (EPI) volumes 

per participant over 9 runs using single pulse Gradient Echo EPI (matrix = 104 × 104, 

repetition time [TR] = 2s, echo time [TE] = 30ms, size = 2 × 2 × 3.75 mm, flip angle = 76). 

Thirty-one sequentially acquired axial slices provided whole brain coverage. After the 

functional scans, a high-resolution T1 anatomical image was acquired in the sagittal plane (1 

mm3).

2.5 Imaging Analysis –fMRI

Preprocessing of the data was performed using AFNI software (http://afni.nimh.nih.gov/

afni). For each run, slice timing correction was performed followed by realignment (motion 

correction) and coregistration of the EPI images to the high resolution anatomical image in a 

single interpolation step. Functional data were then warped to a study-specific template 

(MNI152 space) created with Advanced Normalization Tools (ANTS; see Supplementary 

Methods). Finally, images were spatially smoothed with an isotropic 6-mm full-width half-

maximum (FWHM) Gaussian kernel and each run was scaled to have a mean of 100 across 

time at each voxel.

First level regression analysis (AFNI 3dREMLfit) was performed in individual participants. 

The hemodynamic response function (HRF) for events from each cell of the design was 

estimated using a cubic spline (CSPLIN) function expansion with 8 parameters modeling the 

response from 2 to 16s after stimulation onset (spacing = 1 TR). The HRF was assumed to 

start (0s post-stimulation) and end (18s post-stimulation) at zero. The amplitude of the 

response was calculated by averaging the HRF values from 6–10s post-stimulation. A total 

of 72 regressors were used to model the HRF from each of the 9 event types in the 

experiment: A-P+RHRS, A-P+REST, A-CP, V-P+RHRS, V-P+REST, V-CP, AV-P+RHRS, 

AV-P+REST, AV-CP.
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A second-level mixed effects analysis (AFNI 3dMEMA (Chen et al., 2012)) was performed 

on the HRF amplitude estimates from each participant, treating ‘participant’ as a random 

effect. This procedure is similar to a standard group-level t-test but also takes into account 

the level of intra-participant variation by accepting t-scores from each individual participant 

analysis. Statistical parametric maps (t-statistics) were created for each contrast of interest. 

Active voxels were defined as those for which t-statistics exceeded the p < 0.005 level with 

a cluster extent threshold of 173 voxels. This cluster threshold was determined by Monte 

Carlo simulation (AFNI 3dClustSim) to hold the family-wise error rate (FWER) less than 

0.05 (i.e., corrected for multiple comparisons). Estimates of smoothness in the data were 

drawn from the residual error time series for each participant after first-level analysis (AFNI 

3dFWHMx). These estimates were averaged across participants separately in each voxel 

dimension for input to 3dClustSim. Simulations were restricted to in-brain voxels.

We performed two group-level contrasts to identify different components of speech-related 

sensorimotor brain networks. The first, which we term ‘perception only’ (PO), tested for 

activation greater in the CP condition than baseline (CP > Rest) and was intended to identify 

brain regions involved in the sensory phase of the perceive+rehearse task. The second, 

which we term ‘rehearsal minus perception’ (RmP), tested for activation greater in the P

+RHRS condition than the P+REST condition (P+RHRS > P+REST). This contrast factored 

out activation related to passive perception and was thus intended to identify brain regions 

involved in the (covert) rehearsal phase of the perceive+rehearse task. Finally, sensorimotor 

brain regions (i.e., those involved in both phases of the task) were identified by performing a 

conjunction (SM-CONJ) of PO and RmP contrasts (CP > rest ∩ P+RHRS > P+REST). The 

conjunction analysis was performed by constructing minimum t-maps (e.g., minimum T 

score from [PO, RmP] at each voxel) thresholded at p < 0.005 with a cluster extent threshold 

of 173 voxels (FWER < 0.05, as for individual condition maps). PO, RmP, and SM-CONJ 

were calculated separately for each modality to form a total of 9 group-level SPMs. We 

tested directly for differences in motor activation across input modalities by performing two 

interaction contrasts: VvsA-RmP (V-RmP > A-RmP) and AVvsA-RmP (AV-RmP > A-

RmP). These interaction contrasts were masked inclusively with V-RmP and AV-RmP, 

respectively, in order to exclude voxels that reached significance due to differential 

deactivation. As such, the masked interaction contrasts revealed voxels that (a) activated 

significantly during the rehearsal phase of the task, and (b) demonstrated greater rehearsal-

related activation when the input stimulus included visual speech.

Activations were visualized on the Conte69 atlas in MNI152 space in CARET v5.65 (http://

brainvis.wustl.edu/wiki/index.php/Caret:Download), or on the study-specific template in 

MNI152 space in AFNI or MRIcron (http://www.mccauslandcenter.sc.edu/mricro/mricron/). 

Displayed group-average time-course plots were formed by taking the average of individual 

participant HRF regression parameters at each time point and performing cubic spline 

interpolation with a 0.1s time step. In the plots, time zero refers to the onset of the 6s 

stimulation period (Figure 1B).
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3. Results

3.1 fMRI hypotheses (recap)

We hypothesized the following with respect to our multimodal covert rehearsal task: (1) 

Additional sensorimotor brain regions (i.e., outside canonical auditory-motor networks as 

assessed in the A modality) will be recruited when the input modality is V, AV, or both; (2) 

Additional rehearsal activation will be observed (either within canonical auditory-motor 

regions or in visual-specific regions) when the input modality is V, AV, or both (i.e., there 

will be rehearsal activation over and above that observed for auditory-only input). To assess 

(1), we simply observed differences in sensorimotor networks (SM-CONJ) across modalities 

qualitatively. To assess (2), we tested directly for differences in rehearsal (RmP) activation 

across modalities by performing two interaction contrasts: AVvsA-RmP and VvsA-RmP.

3.2 Sensorimotor speech networks for multiple input modalities

The SM-CONJ map in the A modality (Figure 2, top left) comprised significant clusters in 

canonical motor-speech brain regions including the left inferior frontal gyrus/frontal 

operculum (IFG), the left precentral gyrus (PreM), and bilateral supplementary motor area 

(SMA; preponderance of activation in the left hemisphere). In addition, there were 

significant clusters in the left posterior Sylvian region (Spt), right PreM, and the right 

cerebellum (cerebellar activations pictured in Figure 2, middle right). This network matches 

up quite well with previously identified auditory-motor integration networks for the vocal 

tract (Buchsbaum et al., 2001; Hickok et al., 2003; Isenberg et al., 2012; Okada and Hickok, 

2006).

The SM-CONJ map in the V (Figure 2, top right) and AV (Figure 2, middle left) modalities 

included the same network of brain regions, but with increased extent of activation in 

several clusters (Table 1). Additionally, several new clusters emerged in the SM-CONJ for 

both V and AV, consistent with our hypothesis. Common to both maps, additional clusters 

were active in the left posterior superior temporal sulcus/middle temporal gyrus (STS/

MTG), the right posterior STS, and the left Insula (all highlighted in colored boxes in Figure 

2). Examination of activation time-courses (Figure 2, bottom) indicates that increased 

rehearsal activation in the V and AV modalities (relative to A) likely drove these additional 

clusters above threshold. Overall, sensorimotor integration of visual speech – whether V or 

AV – recruited the standard auditory-motor speech network more robustly as well as 

additional posterior superior temporal regions.

3.3 Explicit tests for increased rehearsal activation when sensory inputs contained visual 
speech

Figures 3 and 4 show significant clusters for the AVvsA-RmP and VvsA-RmP interaction 

contrasts, respectively (see Table 2 for MNI coordinates). For each cluster we have plotted 

the activation time-courses for ‘passive perception’ (PO) and ‘rehearsal minus perception’ 

(RmP) in each sensory modality (A, V, AV). Most of these clusters demonstrated a strong 

RmP response in the V and AV modalities but little or no RmP response in the A modality, 

and little or no PO response in any sensory modality. In some cases, e.g. the left IFG, there 

was a discernible RmP response in all three modalities, but the response was graded 

Venezia et al. Page 9

Neuroimage. Author manuscript; available in PMC 2017 February 01.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



(favoring V and AV). Only the left posterior MTG showed a strong PO response in addition 

to an RmP response, with greater activation to V and AV in both PO and RmP. Crucially, 

the interaction contrasts primarily identified speech-motor-related brain regions including 

the inferior frontal gyrus, precentral gyrus, central sulcus, insula, cerebellum, and caudate 

nucleus (cf., Eickhoff et al., 2009). Several of these regions responded only to V and/or AV 

while other regions responded to all three modalities but responded best in the presence of a 

visual speech signal.

3.4 Behavior

A significant main effect of modality was observed for each performance measure (Ncor: 

F(1.82, 14.59) = 21.0, p < 0.001; Nany: F(1.56, 12.49) = 10.67, p = 0.003; N3s: F(1.52, 

12.20) = 10.14, p = 0.004). For each measure, performance was significantly worse in the V 

modality. This was confirmed by paired-samples t-tests comparing A vs. V (Ncor: t(8) = 

4.99, p = 0.001; Nany: t(8) = 5.06, p = 0.001; N3s: t(8) = 3.05, p = 0.016) and AV vs. V 

(Ncor: t(8) = 6.54, p < 0.001; Nany: t(8) = 4.00, p = 0.004; N3s: t(8) = 3.66, p = 0.006). There 

were no significant differences between the A and AV modalities although performance 

tended to be best in the AV modality. It should be noted that several participants performed 

at ceiling in the A and AV modalities for one of our performance measures (N3s). Overall 

these results demonstrate that participants were significantly less accurate and also slower to 

respond in the V modality relative to A and AV. However, the observed effects were small 

and overall performance in each modality was quite good, indicating that participants were 

able to adequately perform the task with minimal training.

4. Discussion

In the current study we asked whether sensorimotor networks for speech differed depending 

on the sensory modality of the input stimulus. In particular, we conducted an fMRI 

experiment in which participants were asked to perceive and covertly repeat a sequence of 

consonant-vowel syllables presented in one of three sensory modalities: auditory (A), visual 

(V), or audiovisual (AV). We measured activation to both passive perception (PO) and 

rehearsal (RmP) of the input stimuli and we identified sensorimotor brain regions by testing 

for voxels that activated significantly to perception and rehearsal (SM-CONJ). We also 

tested for regions showing an increased rehearsal response when visual speech was included 

in the input (V or AV) relative to auditory-only input. Despite the fact that the motor act of 

rehearsing a set of syllables is prima facie the same when the set is cued with or without a 

visible talker, we hypothesized that inclusion of visual speech in the input would either 

augment the activation in known auditory-motor networks (via multisensory integration of 

AV inputs) or recruit additional sensorimotor regions. Three noteworthy results will be 

discussed at further length below. First, speech motor regions were more activated when the 

input stimulus included visual speech. Second, certain motor and sensorimotor regions were 

activated only when the input stimulus included visual speech. Third, regions that activated 

preferentially for V input also tended to activate well to AV input and vice versa. A 

behavioral experiment conducted outside the scanner demonstrated that modality differences 

in neural activity – particularly those between AV and A – could not be accounted for in 

terms of differences in task difficulty across the modalities.
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4.1 Visual speech inputs increase speech motor activation during rehearsal

Two sources of evidence support the conclusion that visual speech inputs increase speech 

motor activation during rehearsal. The first concerns differences in the SM-CONJ maps for 

V and AV compared to A. Both V and AV inputs increased the extent of sensorimotor 

activation in canonical speech motor regions including the ventral premotor cortex. This 

“gain increase,” while noticeable, was a relatively minor effect. A more striking effect was 

the emergence of an additional significant cluster in the left insula in the SM-CONJ maps 

for both V and AV (i.e., the cluster was not part of the SM-CONJ map for A). Examination 

of the activation time-course in this left insula region indicates that increased rehearsal-

related activation in the V and AV modalities (relative to A) drove the effect.

The second and most significant source of evidence comes from direct contrasts of 

rehearsal-related activation for visual speech inputs (V, AV) versus auditory-only inputs 

(A). The AVvsA-RmP contrast revealed significant clusters in left rolandic cortex and 

bilateral precentral regions. The VvsA-RmP contrast revealed clusters in the left IFG, insula, 

caudate nucleus, and the right cerebellum. All of these clusters showed little or no activation 

during PO in any of the sensory modalities. In short, covert rehearsal of stimuli containing 

visual speech preferentially activated a network of speech motor brain regions, and these 

brain regions did not activate significantly above baseline during passive perception of 

stimuli containing visual speech.

These results concur with behavioral evidence from normal and aphasic individuals 

indicating that shadowing audiovisual speech leads to increased speech output compared to 

shadowing of auditory-only speech (Fridriksson et al., 2012; Reisberg et al., 1987). 

Specifically, we have shown here that rehearsal immediately following speech input leads to 

greater activation in speech motor regions when the input contains visual speech, with 

effects in primary motor regions for audiovisual speech in particular. However, there is one 

potential flaw in the argument that activation of motor regions reflects motor processing per 

se, viz. that differences in perceptual processing between the input modalities produced the 

observed differences in activation in motor brain areas. The RmP contrast, which subtracts 

out the activation to passive perception of the sensory inputs, is intended to identify a 

network of brain regions that perform various computations related to covert rehearsal: 

attention to sensory targets (potentially leading to increased activation of the targets 

themselves), maintenance of those targets in memory, integration of sensory information 

with the motor system, selection and activation of motor programs, and internal feedback 

control. It is therefore impossible, without a detailed analysis that is beyond the scope of the 

current study, to specify exactly which computation(s) a particular RmP cluster performs. 

Indeed any RmP cluster identified using the current methods might be involved in 

perception- rather than motor-related components of the covert rehearsal task. Crucially, 

several authors have suggested a role for motor speech brain regions in perceptual 

processing of visual speech (Callan et al., 2003; Hasson et al., 2007; Ojanen et al., 2005; 

Okada and Hickok, 2009; Skipper et al., 2007; Watkins et al., 2003). Hence, one could argue 

that modality differences (V/AV vs. A) in the rehearsal networks reported here – even in 

canonical ‘motor’ brain regions – were driven entirely by increased attention to the visual 

speech signal in service of perception (i.e., prior to or separate from performance of covert 

Venezia et al. Page 11

Neuroimage. Author manuscript; available in PMC 2017 February 01.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



motor acts). It is very unlikely that this is the case. Firstly, we have argued elsewhere that 

motor brain regions in fact do not contribute significantly to speech perception (for reviews 

see: Hickok, 2009; Venezia and Hickok, 2009; Venezia et al., 2012), including perception of 

visual speech (Matchin et al., 2014; for alternative views see: Callan et al., 2003; Hasson et 

al., 2007; Skipper et al., 2007). Secondly, examination of activation time-courses in the 

speech motor brain regions identified in the current study (Figs. 3–4) indicates that these 

regions did not respond above baseline during passive perception of visual or audiovisual 

speech. While it is quite likely that participants allocated less attention on passive perception 

trials, they were nonetheless instructed to pay attention to the stimulus, and previous work 

suggests that passive perception of visual speech should be sufficient to drive the relevant 

motor areas (Okada and Hickok, 2009; Sato et al., 2010; Turner et al., 2009; Watkins et al., 

2003). Indeed, in the current study passive perception of visual and audiovisual speech 

strongly engaged speech motor regions in the left and right hemispheres (Supplementary 

Figure 1); these were simply not the same regions that showed interaction effects (VvsA, 

AVvsA) in terms of rehearsal-related activation.

4.2 A distinct sensorimotor pathway for visual speech

Several of the sensorimotor brain regions that responded more during rehearsal of V or AV 

inputs also responded during rehearsal of A inputs. These include the bilateral pSTS and left 

insula, ventral premotor cortex, and inferior parietal lobule. This set of regions responded 

preferentially to V, AV or both (relative to A). Other brain regions showing increased 

rehearsal-related activation following visual speech input responded exclusively to V, AV or 

both. Among these regions were the bilateral pre-central sulci and left central sulcus, 

caudate nucleus, IFG, and MTG. This finding supports the conclusion that visual speech 

representations have access to a distinct pathway to the motor system that, when engaged in 

conjunction with auditory-motor networks by an audiovisual stimulus, produces increased 

activation of speech motor programs. If so, the influence of visual speech on production 

cannot be reduced to secondary activation of canonical auditory-motor pathways (e.g., via 

activation of auditory-phonological targets that interface with the speech motor system; 

Calvert et al., 1999; Calvert et al., 1997; Calvert et al., 2000; Okada and Hickok, 2009; 

Okada et al., 2013).

Our results suggest that the left posterior MTG is a crucial node in the visual-to-motor 

speech pathway. This region was identified in the SM-CONJ for V and AV but not for A, 

and responded significantly more (in fact only responded) to RmP when the input stimulus 

was V or AV. Passive perceptual activation in the left pMTG was much greater for V and 

AV inputs as well (Figs. 3–4). The left pMTG figured prominently in a previous imaging 

study examining the effects of Speech Entrainment (SE) in nonfluent aphasics and normal 

participants (Fridriksson et al., 2012). In both participant groups, there was significantly 

greater activation in the left MTG for SE (audiovisual shadowing) compared to spontaneous 

speech production, and probabilistic fiber tracking based on DTI data in the normal 

participants indicated anatomical connections between the left pMTG and left inferior 

frontal speech regions via the arcuate fasciculus.
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While we can only speculate on the precise role of the left pMTG in the visuomotor speech 

pathway, the large activations to passive perception of V and AV speech observed in this 

region suggest that it may play host to visual speech targets for production (i.e., high-level 

sensory representations of visual speech gestures). A number of previous studies have also 

found activation in the left pMTG during perception of visual or audiovisual speech (cf., 

Callan et al., 2003; Calvert and Campbell, 2003; Campbell et al., 2001; MacSweeney et al., 

2001; Sekiyama et al., 2003). More recent work has shown that a particular region of the left 

pMTG/STS, dubbed the temporal visual speech area (TVSA; Bernstein et al., 2011), is 

selective for visual speech versus nonspeech facial gestures and also shows tuning to visual-

speech phoneme categories (Bernstein et al., 2011; Bernstein and Liebenthal, 2014; De 

Winter et al., 2015; Files et al., 2013). The location of the TVSA is consistent with the left 

pMTG/STS activations observed in the current study. Importantly, the TVSA is a unimodal 

visual region that plays host to high-level representations of speech (Bernstein and 

Liebenthal, 2014), which is consistent with a role for the left pMTG in coding visual sensory 

targets for motor control.

4.3 Visual and audiovisual speech inputs engage a similar rehearsal network

Behavioral increases in speech output are observed when participants repeat audiovisual 

speech but not visual-only speech (Fridriksson et al., 2012; Reisberg et al., 1987). This is 

likely due to the fact that speechreading (i.e., of V alone) is perceptually demanding to the 

point that even the best speechreaders (with normal hearing) discern only 50–70% of the 

content from connected speech (Auer and Bernstein, 2007; MacLeod and Summerfield, 

1987; Summerfield, 1992). As such, we may have expected to see differences in rehearsal-

related activation depending on whether the input stimulus was AV or V. We did observe 

some such differences. However, when we specifically examined activation time-courses, it 

was generally the case that speech motor areas activated during repetition of AV inputs also 

tended to activate when repeating V inputs (Figs. 3–4). There are two possible reasons for 

this phenomenon. First, we used a closed stimulus set with CV syllables that were intended 

to be easily distinguishable in the V modality, such that speechreading performance would 

be much higher than that observed for connected speech (i.e., effects of perceptual difficulty 

on rehearsal, and thus modality differences on this basis, were nullified to some extent). 

Second, as observed above, there may be a distinct visual-to-motor pathway that integrates 

visual speech with the motor system, and this pathway should be similarly engaged by visual 

and audiovisual speech.

It is worth noting that, although the syllables presented in the current study were drawn from 

a closed set, the covert repetition task was slightly more difficult than in the V modality than 

in the AV or A modalities, as evidenced by the significantly poorer performance in the V 

modality observed in the follow-up behavioral study. This is particularly relevant with 

respect to certain regions that responded more during rehearsal of V inputs relative to AV or 

A. These include the left caudate nucleus, cingulate cortex, IFG, and insula. The caudate is 

part of the basal ganglia, a group of subcortical regions theorized to be crucial for 

sequencing and timing in speech production (Bohland et al., 2010; Fridriksson et al., 2005; 

Guenther, 2006; Lu et al., 2010a; Lu et al., 2010b; Pickett et al., 1998; Stahl et al., 2011), 

while the left IFG and cingulate cortex are crucial for conflict monitoring and resolving 
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among competing alternatives (Botvinick et al., 2004; Carter et al., 1998; January et al., 

2009; Kerns et al., 2004; Novick et al., 2005; Novick et al., 2010). In addition, recent data 

implicate the insula in time processing, focal attention, and cognitive control (Chang et al., 

2012; Kosillo and Smith, 2010; Menon and Uddin, 2010; Nelson et al., 2010). The role of 

these regions in higher-level cognitive operations may explain the increased activation 

observed in the V covert rehearsal task. The same cannot be argued for AV, which was the 

easiest version of the task, suggesting that differences between the common V-AV rehearsal 

network and the A rehearsal network were not driven by task difficulty.

4.4 Why is visual speech linked to the motor system?

There is a well-accepted answer to the question of why auditory information is linked to the 

motor system: speech sound representations are used to guide speech production. 

Development of the ability to speak constitutes the most intuitive evidence for this claim. In 

short, development of speech is a motor learning task that must take sensory speech as the 

input – at first from other users of the language and subsequently from self-generated 

babbling (Oller and Eilers, 1988). It has been suggested that a dorsal, auditory-motor 

processing stream functions to support language development, and that this stream continues 

to function into adulthood (Hickok and Poeppel, 2000; Hickok and Poeppel, 2004; Hickok 

and Poeppel, 2007). More recent models suggest that for adult speakers auditory input 

functions primarily to tune internal feedback circuits that engage stored speech-sound 

representations to guide online speech production in real time (Hickok, 2012).

We have asserted that an additional sensorimotor pathway functions to integrate visual 

speech information with the motor system. As suggested by developmental work reviewed 

in the Introduction, the neural circuitry for visuomotor integration of speech likely solidifies 

during early acquisition of speech production abilities, as is the case for the auditory-motor 

dorsal stream. While it seems rather uncontroversial to suggest that visual speech supports 

production during development, it is unclear what ecological function, if any, this 

visuomotor speech pathway continues to serve in healthy adults such as those tested in the 

current study. One possibility is that feedback from visual speech is used to tune internal 

vocal tract control circuits in a similar fashion to auditory speech. On the surface, this 

proposition is dubious because talkers do not typically perceive their own speech visually 

during articulation. However, it is possible that visual speech information from other talkers 

influences one’s own production patterns. There is clear evidence in the auditory domain 

that features of ambient speech including voice pitch and vowel patterns are unintentionally 

(automatically) reproduced in listeners’ own speech (Cooper and Lauritsen, 1974; Delvaux 

and Soquet, 2007; Kappes et al., 2009), an effect which some have interpreted to serve 

cooperative social functions (Pardo, 2006) in addition to shaping phonological systems in 

language communities (Delvaux and Soquet, 2007; Pardo, 2006). Similarly, adult humans 

automatically imitate visually-perceived facial expressions (as well as other postures and 

mannerisms), which has the effect of smoothing social interactions (Chartrand and Bargh, 

1999). It is possible that adult humans automatically make use of (i.e., mimic) ambient 

visual speech patterns in service of such social functions. To be sure, the time-varying visual 

speech signal is a rich source of information from which a large proportion of acoustic 

speech patterns can be recovered (Jiang et al., 2002; Yehia et al., 1998; Yehia et al., 2002). 
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This suggests that visual speech is capable of driving complex changes in patterns of 

articulation over time.

Another possibility is that talkers control their visible speech in order for it to be seen. For 

instance, talkers adapt visual elements of speech produced in noise such that articulated 

movements are larger and more correlated with speech acoustics, resulting in an increased 

perceptual benefit from visible speech (Kim et al., 2011). These adaptations occur 

automatically in noise but are also part of explicit communicative strategies (Garnier et al., 

2010; Hazan and Baker, 2011). Indeed, the increased audiovisual benefit for speech 

produced in noise is even larger when speech is produced in a face-to-face setting versus a 

non-visual control setting (Fitzpatrick et al., 2015). However, despite the feasibility of these 

suggestions, it remains to be fully explained why rehearsal of visual speech activates a 

complementary set of speech motor regions in healthy adults as observed here. A possibility 

is that complementary sets of instructions to the vocal tract articulators can be engaged by 

the visuomotor speech pathway.

5. Conclusions

In summary, we have demonstrated that covert rehearsal following perception of syllable 

sequences results in increased speech motor activation when the input sequence contains 

visual speech, despite the apparent similarity of the motor speech act itself. This increased 

activation is likely produced via recruitment of a visual-speech-specific network of 

sensorimotor brain regions. We presume this network functions to support speech motor 

control by providing a complementary set of visual speech targets that can be used in 

combination with auditory targets to guide production. This predicts that improvements in 

speech fluency will be observed when this visuomotor speech pathway is activated in 

conjunction with canonical auditory-motor speech pathways, a hypothesis in need of further 

testing. We have argued that the visuomotor speech stream is formed during development to 

facilitate acquisition of speech production. The visuomotor speech stream is capable of 

influencing speech output in neuropsychological patients and during some laboratory tasks, 

but whether and how this stream functions in healthy adults outside the laboratory remains 

to be more clearly elucidated.
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Refer to Web version on PubMed Central for supplementary material.
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SE speech entrainment

A auditory
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V visual

AV audiovisual

CV consonant vowel

P+RHRS perception followed by covert rehearsal

P+REST perception followed by rest

CP continuous perception

MNI Montreal Neurological Institute

FWER familywise error rate

PO perception only

RmP rehearsal minus perception

SM-CONJ conjunction of PO and RmP

SPM statistical parametric map

VvsA-RmP greater RmP activity in V than A

AVvsV-RmP greater RmP activity in AV than A

Spt Sylvian parietotemporal

IFG inferior frontal gyrus

PreM premotor cortex

SMA supplementary motor area

STS superior temporal sulcus

MTG middle temporal gyrus

DTI diffusion tensor imaging

TVSA temporal visual speech area
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Highlights

• Rehearsal cued by visual (vs. auditory) speech increases activation of speech 

motor system

• Rehearsal cued by visual speech activates regions outside auditory-motor 

network

• Results support existence of a visuomotor speech pathway

• Results explain a puzzling effect from neuropsychology known as speech 

entrainment
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Figure 1. Design schematic of multimodal sensorimotor speech task
Input modality (top) was crossed with condition (bottom). Each imaging run contained 30 

trials from a given input modality – A, V or AV – and 10 rest trials (not pictured). Of the 30 

trials, 10 each were perceive+rehearse (P+RHRS), perceive+rest (P+REST), and continuous 

perceive (CP). The P+RHRS trials were cued by an image of lips at the onset of the trial, 

and the P+REST and CP trials were cued by an image of an eye at the onset of the trial. Trial 

structures are shown for each condition. White text indicates what participants were actually 

doing (i.e., was not shown explicitly on the screen). Stimuli were 3s CV syllable sequences 

drawn from the set of visually distinguishable CVs /ba/, /bi/, /tha/, /thi/, /va/, /vi/. The CV 

sequence shown is just one possible example.
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Figure 2. Sensorimotor conjunction maps
Sensorimotor brain regions were highlighted in each modality by taking the conjunction of 

‘perception only’ (CP > baseline) and ‘rehearsal minus perception’ (P+RHRS > P+REST) 

contrasts. These regions are displayed on separate cortical surface renderings for each input 

modality (A, V, AV). Also plotted are show-through volume renderings for each modality 

with axial slices peeled away to allow visualization of cerebellar activation. Activation time-

courses (mean percent signal change) are shown for sensorimotor regions that were unique 

to the V and AV modalities; time zero indicates the onset of a 6s stimulation block. Yellow: 

Right pSTS. Teal: Left pSTS/MTG. Magenta: Left insula.
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Figure 3. Interaction Analysis: AVvsA-RmP
Clusters that were significant (FWER < 0.05) in the AVvsA-RmP interaction contrast (AV-

RmP > A-RmP) and also in the AV-RmP contrast alone are shown in volume space along 

with mean activation time-courses (percent signal change). Time zero indicates the onset of 

a 6s stimulation block. Also plotted is a time-course for the AV-P+RHRS condition, which 

is intended to show activation to covert rehearsal relative to baseline in the appropriate 

sensory modality.
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Figure 4. Interaction Analysis: VvsA-RmP
Clusters that were significant (FWER < 0.05) in the VvsA-RmP interaction contrast (V-RmP 

> A-RmP) and also in the V-RmP contrast alone are shown in volume space along with 

mean activation time-courses (percent signal change). Time zero indicates the onset of a 6s 

stimulation block. Also plotted is a time-course for the V-P+RHRS condition, which is 

intended to show activation to covert rehearsal relative to baseline in the appropriate sensory 

modality.
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Figure 5. Results of follow-up behavioral experiment
In a behavioral experiment conducted outside the scanner, participants were asked to 

perceive and overtly repeat four-syllable sequences presented in three modalities – auditory 

(A), visual (V) and audiovisual (AV). Performance was quantified with three separate 

measures: number of syllables correctly repeated per trial in the correct position of the 

sequence, number of syllables correctly repeated per trial regardless of position, and total 

number of utterances per trial completed within three seconds of the onset of the response 

period. Means across participants are presented for each performance measure in the left, 

middle, and right panels, respectively. Error bars reflect ±1 SEM.
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