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Abstract

Data-independent acquisition LC-MS/MS techniques complement supervised methods for peptide 

quantification. However, due to the wide precursor isolation windows, these techniques are prone 

to interference at the fragment ion level, which in turn is detrimental for accurate quantification. 

The “non-outlier fragment ion” (NOFI) ranking algorithm has been developed to assign low 

priority to fragment ions affected by interference. By using the optimal subset of high priority 

fragment ions these interfered fragment ions are effectively excluded from quantification. NOFI 

represents each fragment ion as a vector of four dimensions related to chromatographic and MS 

fragmentation attributes and applies multivariate outlier detection techniques. Benchmarking 

conducted on a well-defined quantitative dataset (i.e. the SWATH Gold Standard), indicates that 

NOFI on average is able to accurately quantify 11-25% more peptides than the commonly used 

Top-N library intensity ranking method. The sum of the area of the Top3-5 NOFIs produces 

similar coefficients of variation as compared to the library intensity method but with more 

accurate quantification results. On a biologically relevant human dendritic cell digest dataset, 

NOFI properly assigns low priority ranks to 85% of annotated interferences, resulting in 

sensitivity values between 0.92 and 0.80 against 0.76 for the Spectronaut interference detection 

algorithm.
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INTRODUCTION

In the life sciences, liquid chromatography coupled to mass spectrometry (LC-MS) is the 

preferred analytical platform for characterizing proteins and low molecular weight 

compounds in complex samples. Data-dependent acquisition (DDA)1 is traditionally used 

for discovery and qualitative workflows, whereas selected reaction monitoring (SRM, also 

referred to as MRM from multiple reaction monitoring) is the method of choice for 

quantitative studies.2,3 More recently, the combination of both qualitative and quantitative 

(QUAL/QUAN) aspects has been made possible by the emergence of data-independent 

acquisition (DIA) techniques and high-resolution mass spectrometers. Contrary to DDA 

which isolates precursor ions at unit mass resolution, DIA approaches use wider isolation 

windows and rely on mass analyzers of high resolving power at the fragment ion level to 

cope with the loss of selectivity from the first MS dimension. As a matter of fact, the 

application of combined QUAL/QUAN strategies using DIA methods and high-resolution 

MS has produced a paradigm shift in the drug metabolism and pharmacokinetics (DMPK) 

field.4-6 In proteomic studies, DIA is now established and provides the advantage of 

monitoring all detectable peptides with high sensitivity and reproducibility across large 

sample sets.7 In other words, DIA methods combine the high-throughput from DDA with 

the high reproducibility of SRM.8 Because DIA systematically parallelizes the 

fragmentation of all detectable ions within a wide m/z range regardless of intensity, it is 

particularly suitable to perform more consistent and accurate quantification by extracted ion 

chromatograms (XICs) at the fragment ion level.9 Indeed, Venable et al.10 observed that the 

selectivity afforded by XICs at the MS/MS level resulted in reduced noise with an average 

signal-to-noise improvement of 3.5-fold, as well as a larger dynamic range (by at least a 

factor of 2) compared to precursor ion XICs from MS spectra. Along the same line, Gillet et 

al.11 illustrated how SWATH, in combination with targeted data extraction using 

information from spectral libraries (generated experimentally by surveying the sample of 

interest by DDA or in silico from public repositories), allows consistent quantification of 

proteins/peptides and displays highly correlated values compared to SRM.

Despite the fact that more fragment ions provide better specificity for identification, once a 

peptide is confidently identified a subset of fragment ions can be used for quantification, in a 

similar way that proteins are quantified with a subset of their assigned peptides to favor 

quantification accuracy independently of the sequence coverage.12 From a quantitative 

perspective each peptide is typically quantified by the sum of its fragment ion XIC areas, but 

the number of fragment ions used for quantification varies and the “Top-N most intense” 

rule is often applied. Silva et al. have already described a similar concept in early 

applications of MSE based workflows for relative13,14 and absolute15 label-free 

quantification, where they proposed to quantify each protein by the average signal response 

of only its Top-3 peptides. Using a subset of fragment ions for quantification is particularly 

convenient for DIA, where the likelihood of interferences is much higher than DDA 

methods. Indeed, several precursor ions are isolated within the same MS window and are 

concurrently fragmented leading to composite MS/MS spectra. At the fragment ion level, 

interferences often arise due to m/z overlapping between fragment ions generated from 

different precursor ions which reduce quantification accuracy.11 The problem of fragment 
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ion interferences has been addressed for decades in the bioanalysis of low molecular weight 

compounds using SRM-based quantitative methods. In early days, interferences due to 

cross-talk phenomena between SRM transitions were observed.16,17 More recently, new MS 

instrumentation prevents cross-talk phenomena and when an SRM transition is impaired by 

isobaric interferences an alternative SRM transition is selected for quantification.

Lately, several SRM data processing methods have attempted to exploit information of the 

fragmentation pattern to improve quantification results. Obviously, in absence of 

interferences, a peptide fragmentation pattern (viz. the relative fragment ion intensities or 

areas) is directly dependent to the sequence of that peptide and to the MS settings (e.g. 

collision energy, fragmentation technique) irrespective of its concentration. In this context, 

the algorithm named AuDIT18,19 detects fragment ions impacted by interferences by 

comparing the distribution of area ratios for the different fragment ions of the endogenous 

peptide to the analogous distribution from its isotopically-labeled version used as internal 

standard. The fragment ions showing discrepant distributions of area ratios are excluded 

from quantification. Bao et al.20 described another method that also utilizes the concept of 

intensity ratios but does not require isotopically-labeled internal standards. Nevertheless, 

several measurements of the analyte at different concentrations are necessary in order to 

detect the ratios that are not constant in all the concentrations and thus identify interferences. 

A more flexible algorithm named Anubis21 allows the user to input a reference list of 

expected intensity ratios. Instead of comparing distributions Anubis applies wavelet analysis 

to detect the peak group in the chromatogram that best correlates to the reference ratios and 

excludes interference-affected fragment ions in the quantification step.

Contrary to SRM methods where usually a limited number of transitions per peptide are 

analyzed, DIA and other targeted methods in which high resolution full MS/MS spectra are 

acquired for each target peptide such as Parallel Reaction Monitoring (PRM)22, generate 

data for all detectable fragment ions. These acquisition methods provide the possibility of 

computationally removing fragment ion interferences with no need for sample MS re-

acquisition. Nonetheless, only a few software packages dedicated to DIA processing 

workflows have implemented interference correction tools, such as Spectronaut,23 

DIANA,24 and more recently SWATHProphet25. Although initially developed for SRM, 

Anubis has been lately extended to DIA spectra within a set of tools called DIANA. In this 

implementation, the algorithm detects interferences by computing reference intensity ratios 

from the DDA spectral library. Instead of excluding interference-affected fragment ions, 

fragment areas are corrected based on the reference intensity ratios. Along the same lines, 

SWATHProphet includes two methods for correcting areas of fragment ions affected by 

interferences. The first method detects interferences between identified fragment ion groups 

corresponding to two different precursor ions contained in the spectral library. Because this 

method cannot detect interferences from precursor ions absent in the library, a second 

method that uses co-elution and peak shape scores in addition to the fragmentation pattern 

can pinpoint fragment ions with aberrant elution profiles and subsequently remove 

interferences. Scores are calculated with a set of rules imposing low score re-calculation in 

the absence of potentially impaired fragment ions to test for improvement, therefore this 

algorithm can be considered greedy and dependent on cutoff values.
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These interference related algorithms applied to DIA spectra are typically integrated within 

software packages (i.e. DIANA, SWATHProphet and Spectronaut) that also perform several 

other processing steps such as peak picking, intensity normalization and scoring for 

identification, which limits a direct evaluation of the consequences of interference in terms 

of quantification only. Furthermore, the cited algorithms either attempt to correct the area of 

the affected fragment ion or to exclude it from quantification. Correcting the area is more 

error-prone, as including more fragment ions may increase the likelihood of including 

interferences unaccounted by the detection model. On the other hand, excluding only the 

impaired fragment ions produces an inconsistent number of selected fragment ions across 

peptides, which in turn may result in mixed statistical distributions. Alternatively, we 

addressed the problem by evaluating and finding a consistent number of fragment ions 

which are the most appropriate for quantification in order to reduce the impact of 

interferences and, at the same time, providing flexibility to the users regarding two aspects: 

1) to use any identification/peak-integration software (where results can be exported as text 

format) and 2) to choose a consistent and optimal number of fragment ions for quantification 

according to the characteristics of the dataset. Here we describe the “non-outlier fragment 

ion” (NOFI) ranking algorithm which also uses information from peptide fragmentation and 

chromatographic features to feed an outlier detection technique ranking and prioritizing 

fragment ions for quantification. Instead of computing a weighted score to combine the 

different attributes, a four-dimensional vector is built to characterize each fragment ion thus 

enabling the detection of outliers in multiple dimensions. As a result, low priority ranks are 

assigned to fragment ions providing evidence of being affected by interferences due to co-

elution and co-fragmentation and therefore effectively excluding them from quantification 

by using the optimal subset of high priority fragment ions. In particular, we have 

investigated: 1) how the number of fragment ions can impact quantification results by 

comparing a traditional intensity based ranking method against the proposed NOFI 

algorithm and 2) the sensitivity for interference detection provided by NOFI and compared 

to Spectronaut.

MATERIALS AND METHODS

Materials

Acetone, triethylammonium bicarbonate (TEAB) (1M, pH 8), sodium deoxycholate (Na-

DOC), Tris-(2-carboxyethyl)phosphine (TCEP), methyl methanethiosulfonate (MMTS), 

isopropanol, trifluoroacetic acid (TFA), formic acid (FA) were purchased from Sigma-

Aldrich (St. Louis, MO, USA). Sequencing-grade modified trypsin was obtained from 

Promega (Madison, WI, USA). Acetonitrile (ACN, LC-MS grade) and water (LC-MS grade) 

were purchased from VWR (Radnor, PA, USA).

Proteomics sample preparation

Human dendritic cells (DC) were generated from peripheral blood mononuclear cells after 

isolation from buffy-coats derived from healthy donors. Buffy-coats were obtained from 

anonymous blood donors were provided by the Blood Transfusion Center of the 

Hematology Service of the University Hospital of Geneva by agreement with the service, 

after approval of our project by the Ethics Committee of the University Hospital of Geneva 
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(Ref #0704). Acetone precipitated DC protein pellet was solubilized by dissolution buffer 

(0.5M TEAB, pH 8, and 1% Na-DOC), followed sequentially by reduction with 5 mM 

TCEP at 60°C for 1 hour, alkylation with 10mM MMTS at room temperature for 10 minutes 

and trypsin digestion at 37 °C for 16 hours with a 1:40 enzyme-to-protein ratio. Trypsin 

digestion was stopped by adding 2 μL of 50% formic acid and the concentration of the 

protein digest was adjusted to 0.2 μg/μL with 0.1% TFA in water. Before LC-MS/MS 

analysis, the mixture of iRT peptides (Biognosys AG, Switzerland) for DDA analysis and 

the HRM Calibration Kit (Biognosys AG, Switzerland) for SWATH analysis were added at 

a ratio of 1:10 v/v.

HPLC-MS/MS analysis

Protein tryptic digest was analyzed by reverse-phase HPLC-MS/MS using a NanoLC-Ultra 

2D plus system (Eksigent, Dublin, CA, USA) coupled to a TripleTOF 5600 mass 

spectrometer (SCIEX, Concord, ON, Canada). 1μg of such digest was first desalted and 

concentrated on a C18 nano trap column (Acclaim PepMap100, 5 μm, 100 Å, 300 μm i.d. × 

1 mm, Dionex, Sunnyvale, CA, USA), followed by LC separation on an nano LC column 

(Acclaim PepMap100, C18, 3 μm, 100 Å, 75 μm i.d. × 15 cm, Dionex, Sunnyvale, CA, 

USA) with mobile phase A (0.1% FA in water) and B (0.1% FA in ACN) using the 

following elution gradient setup: 0-2 min, 2% B; 2-5 min, 2-5% B; 5-65 min, 5-35% B; 

65-72 min, 35-60% B; 72-73 min, 60-90% B; 73-80 min, 90% B; 80-82 min, 90-2% B; 

82-85 min, 2% B at a flow rate of 300 nL/min. The mass spectrometer was operated in the 

positive ionization mode. For DDA, an MS survey scan with 100 ms accumulation time and 

10 subsequent MS/MS experiments were performed with total cycle time of 1150 ms. The 

collision energy (CE) was automatically calculated by the “rolling CE” function of Analyst 

TF (v1.5.1, SCIEX) based on m/z and charge state of the precursor ion with a spread of 20. 

For SWATH acquisition, a set of 36 sequential Q1 variable isolation windows was used to 

cover the precursor m/z range of 350-1250 Da (Supporting Information - Table S1). The 

accumulation time for each SWATH experiment was 69 ms for a total cycle time of 2.5 sec. 

The CE of each Q1 window was determined by Analyst TF according to the calculation for 

a charge 2+ ion at the center of the window with a spread of 20.

Data processing

Targeted data extraction of SWATH files was performed by Skyline software (v2.5, Seattle, 

WA).26 SWATH raw files and assay built from DDA spectral library of the SWATH Gold 

Standard dataset (SGS)8 were downloaded from the PeptideAtlas repository (accession 

number PASS00289).

For the DC dataset, the MS raw files acquired by DDA (five technical replicates 

concatenated) were searched by ProteinPilot™ software (v4.2, SCIEX) using the Paragon 

algorithm with Thorough ID search effort and False Discovery Rate (FDR) analysis. The 

following sample parameters were used: trypsin digestion and cysteine alkylation with 

MMTS. Data files were searched against a reconstructed database (a combination of 

UniProt_Human and common laboratory contaminants, mostly from cRAP and MaxQuant 

databases, updated on 04-12-2014). ProteinPilot search result (.group file) were imported 

into Skyline to generate the spectral library using a cutoff of 5% local FDR. The same 
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database used for ProteinPilot search was set as background proteome with the maximum 

missed cleavage of 1 for the tryptic digestion. The fragment ions (charge: +1 and +2, types: 

y- and b-ions, m/z range: 300-1500) from peptides with charge state from +2 to +4 were 

selected to perform the subsequent targeted data analysis.

For both datasets, XICs of the 10 most intense library fragment ions from each peptide that 

were possible to export from Skyline were extracted using MS/MS filtering function in 

Skyline with retention time (RT) window of 5 minutes centered in the predicted retention 

time (based on the iRT value calculated from the iRT peptides). The XIC group from each 

peptide was manually checked to ensure that Skyline peak picking was consistent across 

technical replicates. FDR analysis of XICs was performed by the mProphet algorithm 

included in Skyline using the second best peak option and peptides identified at 1% FDR 

(corresponding to Qvalue 0.01) in at least one technical replicate were kept.

Skyline reports with information at the fragment ion level including XIC intensity and the 

corresponding library intensity were exported in CSV format. R software (v3.1.1 x64) was 

used to perform the different calculations described hereafter. Visualization and comparison 

of results were done using the ggplot2 R package (v1.0.0).

Non-outlier fragment ion ranking algorithm

By means of Skyline, the fragment ion XICs were extracted from the SWATH spectra using 

as seeds the 10 most intense fragment ions per peptide contained in the DDA spectral 

library. Based on these XICs, four different parameters related to peptide chromatographic 

or fragmentation properties were defined in the non-outlier fragment ion ranking algorithm 

(Figure 1). Each peptide was analyzed individually considering its 10 most intense library 

fragment ions to compute the corresponding fragment ion scores for the following attributes: 

1) Retention Time deviation (RTd): the difference between the retention time of each 

fragment ion and the mean retention time divided by the standard deviation within each 

technical replicate; 2) Full Width at Half Maximum deviation (FWHMd): the difference 

between the FWHM of the LC peak of each fragment ion and the mean FWHM divided by 

the standard deviation within each technical replicate; 3) Intensity Ratio deviation (IRd): 

the difference between the intensity ratio of each fragment ion and the median intensity ratio 

divided by the standard deviation within each technical replicate. It is important to note that 

instead of using intensity ratios between different fragment ions within the SWATH or the 

DDA spectra independently, ratios in the form SWATHj / DDAj were considered for each 

fragment ion. The intensity in the SWATH data is the height of the LC peak or XIC at the 

apex; 4) Intensity Ratio reproducibility (IRrep): for a given fragment ion, the difference 

between the intensity ratio and the mean intensity ratio across technical replicates divided 

by the standard deviation. As described for IRd, ratios in the form SWATHj / DDAj were 

considered for each fragment ion. However, the IRrep was computed across all technical 

replicates for each fragment ion independently, in contrast the IRd was computed using all 

the fragment ions of a peptide and within each technical replicate.

Then, these attributes were used in a vector representing each fragment ion in the four 

corresponding dimensions. The PCOut algorithm27 implemented in the R package mvoutlier 

(v.2.0.6) was used. This algorithm relies on simple properties of principal components to 
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identify outliers. Based on the robustly sphered data, semi-robust principal components are 

computed for determining distances of each observation to the center and a final non-outlier 

weight inversely proportional to the distance. The PCOut algorithm using its default 

parameters was used to analyze each peptide independently. The final non-outlier weights 

returned by PCOut were used to generate the new “non-outlier fragment ion (NOFI)” rank 

taking the average weight of the technical replicates for each fragment ion. Since small 

values indicate potential multivariate outliers, fragment ions were sorted by decreasing 

weight and ranked.

The main aim of the NOFI approach consists in finding the best Top-N fragment ions per 

peptide which are the most suitable for quantification. The outline is as follows: 1) the input 

contains the list of SWATH fragment ion XICs from the identified and quantified peptides 

by software tools such as Skyline and OpenSWATH (typically using as seeds the 10 most 

intense fragment ions per peptide from a DDA spectral library); 2) the first step in NOFI is 

the computation of the 4 attributes (RTd, FWHMd, IRd and IRrep) used to represent each 

fragment ion as a vector; 3) multivariate outlier detection techniques are used to rank all the 

fragment ions from each peptide and to assign low priority NOFI ranks to fragment ions 

showing evidence of being affected by interferences; 4) several figures are generated to 

visualize the effect of the Top-N fragment ions over different indicators (coefficient of 

variation of the total area, cosine similarity, intensity and score distribution of the attributes; 

see the corresponding descriptions in the following sections) with N ranging from 1 to the 

maximum number of fragment ions per peptide; 5) finally, the user can choose the number 

of top fragment ions per peptide, thereby utilizing the optimal subset of high priority Top-N 

NOFIs for quantification while excluding the impaired fragment ions. In this way the 

rejection of outliers is performed based on the NOFI rank commonly set for all peptides.

The R script corresponding to the implementation of the NOFI ranking algorithm is 

available at http://nofiranking.sourceforge.net.

Performance assessment for quantification and interference detection

To assess the performance of our proposed “non-outlier fragment ion (NOFI)” ranking 

algorithm, two different datasets were used: the SWATH Gold Standard (SGS) dataset8 and 

the DC dataset. The original SGS dataset consists of synthesized stable isotope-labeled 

standard peptides added at known concentrations in three different backgrounds of different 

complexity (water and tryptic digests from yeast cell protein extract or from human HeLa 

cell lysate). From the complete SGS dataset, only peptides that have at least 10 fragment 

ions in the library were retained. Also, only the three experimental replicates of the five 

most concentrated dilution steps (viz. from 30.0 to 1.875 fmol/mL with a two-fold dilution 

between consecutive levels) were considered. After Skyline data processing, 182 peptides 

common to the three backgrounds were used to evaluate the quantification performance of 

the NOFI ranking algorithm. For that, the summed area of the Top-N fragment ions for each 

peptide at each dilution step was computed and then normalized by the most concentrated 

sample (viz. 30 fmol/mL) followed by a log2 transformation. Then several performance 

indicators were computed. The calibration curve slope and intercept were obtained from 

linear regression performed in log-log scale. The error calculated as the difference of the 
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normalized summed area to its theoretical value from the 1:1 dilution curve in log-log scale. 

The difference was preferred over the distance or squared distance in order to visualize the 

distribution of both positive and negative values.

In addition, the following two indicators were computed for both the SGS and the DC 

datasets: 1) The coefficient of variation (CV) of the normalized summed areas across the 

experimental replicates; 2) The cosine similarity or cosine of the angle calculated between 

the SWATH spectrum and the DDA library spectrum considering the intensity vectors 

(square root transformation) from the Top-N fragment ions. This similarity is generally 

known as Dot Product because of the equivalence when the intensity vectors are normalized 

to have unit length.

The primary DC dataset consists of 2284 peptides with at least 10 library fragment ions 

common to the five experimental replicates. This initial dataset was manually checked to 

label interfered fragment ions and generate the annotated DC dataset according to the 

following criteria: 1) Retention time shift at the apex larger than half LC peak width (ca. 15 

s) from the remaining members of the peak group; 2) Broad LC peak, the full width of the 

peak at half its maximum (FWHM) is approximately 50% larger than the remaining 

members of the peak group; 3) Neighbor peak, potential interference from another peak 

having the same m/z value and RT distance at the apex less than 1 minute; 4) Difference in 

the intensity rank larger than 5 positions, from a rank ≥ 8 in the library to a rank ≤ 2 in the 

SWATH data.

In total, 806 fragment ions from the 2284 peptides were considered as interferences by 

manual inspection. Prior to manual correction and annotation the whole primary DC dataset 

was analyzed by the NOFI ranking algorithm to compute the ranks of the 10 fragment ions 

from each peptide as well as by the Spectronaut™ software (v7.0, Biognosys AG).

RESULTS AND DISCUSSION

In the non-outlier fragment ion (NOFI) ranking algorithm, peptide chromatographic and 

fragmentation properties are encoded in four-dimensional vectors to represent fragment ions 

as opposed to providing values to compute a weighted score combining four attributes. The 

vectorial representation is used to detect outliers in multiple dimensions within the group of 

fragment ions from each peptide (applying the mvoutlier R package) thereby avoiding the 

need for optimization of individual weights when combining attributes in a final score. 

Besides the computational efficiency, this approach provides another advantage over 

traditional methods in terms of accuracy, since outliers spotted in a multidimensional space 

could be missed when looking at each dimension independently.

As shown in Figure 1A, two of the four dimensions, i.e. the retention time deviation (RTd) 

and the full width at half maximum deviation (FWHMd), are based on chromatographic 

properties favoring the discovery of fragment ions that have distorted elution profiles in 

comparison to the remaining ions of the XIC group of the peptide. The other two vectorial 

dimensions, i.e. the intensity ratio deviation (IRd) and the intensity ratio repeatability 

(IRrep), reflect information regarding the fragmentation pattern (Figure 1B). Ratios in the 

form SWATHj / DDAj for each fragment ion as opposed to intensity ratios across different 
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fragment ions within the same MS/MS spectrum, are computed, considering that in absence 

of interferences SWATHj / DDAj ratios should be ideally constant within each peptide as 

illustrated in Figure 1B. The attributes related to the fragmentation pattern allow the 

detection of interferences in case of co-fragmented peptides with high degree of co-elution, 

viz. when the elution profile is not distorted (RT and FWHM are not affected) but the 

intensity of a single detected peak results from the contribution of two or more fragment 

ions with overlapping m/z values. This method has the additional advantage of being more 

robust against possible collision energy variations used to acquire either the DDA or the 

SWATH spectra.

For three of the considered attributes, i.e. RTd, FWHMd and IRrep, the deviation of each 

fragment ion is calculated to the mean of the group and divided by the standard deviation, 

similarly to the determination of Z-scores. However for IRd, the presence of interferences 

impairing the fragment ion intensity can dramatically change the intensity ratio. Therefore 

the deviation is calculated from the median of the intensity ratios assuming that only few of 

the fragment ions are affected by interferences and that the ratios of the affected fragment 

ions are sufficiently deviated from the median to be spotted as outliers. It is important to 

mention that in some cases the intensity ratio can also be negatively deviated (i.e. the 

SWATH intensity is lower than the DDA intensity and the corresponding IR is lower than 

the median IR of the peptide), for example in the case of low intensity fragment ions, which 

typically are noisy and have more variability.

Performance assessment for quantification

To assess NOFI and in particular to investigate how interferences can impact quantification 

performance, a subset of the SWATH Gold Standard (SGS) dataset8 was used. The subset 

consisted of 182 peptides, which were spiked in and identified from three sample mixtures 

with increasing complexity (i.e. water, yeast cell lysate and HeLa cell lysate) at five 

concentrations and analyzed in triplicates. The performance of the commonly used Top-N 

most intense fragment ions selection method was compared against NOFI. In either case, N 

ranged from 1 to 10 and indicated the number of fragment ions that were added together to 

build the calibration curve and to perform linear regression analysis for each peptide.

Figure 2 shows results pertaining to the first technical replicate (the complete set of 

technical replicates is shown in Supporting Information - Figure S1) from the two different 

ion ranking approaches for two representative peptides spiked in water vs. in human HeLa 

cell lysate digest using either the 3 or the 10 most intense fragment ions selected from the 

library MS/MS spectrum. The peptide total area (viz. the summed areas of the selected N 

fragment ions) was plotted vs. the dilution factor on a scatterplot. Since the five consecutive 

concentrations were derived from a series of 2-fold dilution steps, a calibration curve similar 

to the theoretical 1:1 dilution curve with a slope of 1 and an intercept of 0 is expected when 

data are plotted in log2-log2 scale (assuming a linear relationship between peak area and 

concentration without interferences impairing the fragment ion XICs). When considering 

only the Top-3 ions in the context of the water background the two scoring methods are 

equivalent to each other for peptide VDPGQVISVR (Figure 2A). However, the NOFI 

algorithm significantly outperformed the library ranking method when peptides were spiked 
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at diluted concentrations (ca. 1.875 to 7.5 fmol/mL) in the complex background where the 

presence of interference is expected (viz. human HeLa cell lysate digest – Figure 2C). 

Additionally, the interference effect was not apparently true for all peptides, indicating that 

in some cases the Top-3 most intense library fragment ions are unaffected by interferences 

even with complex backgrounds. For example, in the case of peptide LFIGGLNTETNEK 

(Figure 2, B and D), the two approaches gave similar results regardless of the background 

condition.

Considering the divergent behavior observed for the two peptides initially investigated, all 

182 peptides from the SGS dataset were analyzed with N ranging from 1 to 10 to compare 

the two ranking methods for the three different background complexities. The resulting 

distributions of calibration curve slopes are shown as box plots in Figure 3 A-C (intercepts 

are shown in Supporting Information - Figure S2), whereas Figure 3 D-F illustrates the 

distribution of the error corresponding to the difference of the observed experimental value 

(viz. the summed area of the Top-N fragments) from the theoretical value obtained from the 

1:1 dilution curve.

The distributions of slopes and errors are clearly wider and more skewed when peptides are 

spiked in a background without matrix (i.e. water, Figure 2A) than in tryptic digests. In 

addition, the medians of the slope distributions are higher than the expected theoretical value 

(i.e. slope of 1) and correlate well with the negative error values (Figure 2D), which 

corroborates the hypothesis from Röst et al. that the spiked-in peptides are prone to surface 

absorption or solubility issues during sample preparation preventing an accurate 

quantification of the diluted samples.8 When peptides are spiked in more complex 

backgrounds (i.e. yeast and human cell digests), the performance of either ranking method 

decreases as the number of fragment ions increases, suggesting that adding more fragment 

ions potentially increases the quantification error due to increased likelihood of additional 

interfering ions.

Although the difference is minimal, a trend is observed in complex backgrounds suggesting 

that, when summing areas of the Top-N fragment ions, the NOFI algorithm is more effective 

in prioritizing interference-free fragment ions than the library intensity method, where 

interference issue is not considered. This is shown by the slope and intercept distributions 

where the median values are closer to the theoretical values of 1 and 0 respectively. In 

addition, when averaging the absolute error observed for each peptide over all concentration 

levels, the NOFI ranking algorithm invariably produced an increased fraction of quantifiable 

peptide identifications within a given error tolerance, as compared to the library intensity 

method. An example is given when summing the Top-3 fragment ions for the different 

backgrounds (Supporting Information - Figure S3 A-C). In cell lysate digests (Supporting 

Information - Figure S3 bottom tables) the NOFI ranking algorithm allows on average to 

accurately quantify 11-25% more peptides than the library intensity method, depending on 

the number of fragment ions considered for the total area.

In addition to the accuracy, the precision (i.e. reproducibility) of a quantitative assay needs 

to be assessed across the different experimental replicates. Therefore, coefficients of 

variation (CV) were calculated on the basis of the summed areas for each peptide with both 
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ranking methods, for both the SGS dataset described above (182 peptides, three replicates) 

and the DC dataset, which is an experimental dataset obtained by analyzing a lysate digest 

of primary human dendritic cells (2284 peptides, five replicates). As observed in Figure 4 A 

and B, the CV distributions tend to become narrower regardless of the ranking method with 

more selected fragment ions. Their median values reaches a plateau when N ≥ 3-4 for the 

SGS dataset and when N ≥ 5-6 for the DC dataset. Interestingly the median values obtained 

when using the NOFI ranking algorithm are relatively higher than those obtained using the 

library intensity rank. This increased variability could be explained by the fact that with 

NOFI the top ranked fragment ions (viz. with the highest priority for quantification) are 

generally less intense than those selected with the library intensity method (Supporting 

Information - Figure S4). In practice, lower CVs are preferred for quantification. However, 

quantifying using a peak area with low CV but impaired by interferences (i.e. the peak area 

is arising from the contribution of the areas of several fragment ions from different peptides) 

produces incorrect quantification results, which are particularly detrimental for low-intensity 

peptides. Thus, our results suggest that despite the fact that high-intensity fragment ions 

ranked first by the library intensity method are less variable (presumably due to higher 

signal-to-noise ratio and better peak integration), they are not necessarily the most suitable 

for quantification since they might be impaired by DIA interferences. Therefore, a balance 

between sensitivity and reproducibility is a key factor for quantification in DIA, which in 

our hands appears to be achieved by summing enough top-ranked fragment ion areas to 

obtain a lower CV value. It should also be noted that, the Top-N fragment ion areas of the 

NOFI rank could reach comparable CV values to the library intensity rank while providing 

more accurate quantification results.

Another way to compare the two ranking methods is to compute the cosine similarity 

between vectors containing the experimental SWATH spectrum intensities from the Top-N 

fragment ions and intensities of the same fragments from the DDA library MS/MS spectrum 

(Figure 4). A value of 1 indicates a perfect correlation between the two vectors, which 

reflects an absence of interference and a perfect linear relationship between the respective 

fragment intensities of the experimental and library spectra. It is clear from Figure 4 C and 

D that the proposed NOFI ranking algorithm outperforms the library intensity ranking 

method. This was expected due to the IRd attribute used in the NOFI ranking algorithm. The 

median values are indeed always closer to 1 and the cosine similarity distributions have a 

much-reduced spread, reflecting the higher similarity between the SWATH and the DDA 

fragment ions when considering the Top-N NOFI rank.

Performance assessment for interference detection

The NOFI ranking algorithm relies on four attributes reflecting chromatographic and MS 

fragmentation related parameters. For each peptide four individual scores are computed for 

every of the 10 most intense library fragment ions and gathered into vectors. The NOFI 

ranking algorithm uses these vectors to detect outliers that are not suitable for quantification. 

When looking at each attribute, the score distribution according to the fragment rank can be 

plotted for each background and dataset. For three of the attributes (i.e. RTd, FWHMd and 

IRd), a clear trend towards a larger fraction of high scores is observed for low priority 

fragment ions, thus confirming the relevance of these attributes for outlier detection 
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(Supporting Information - Figure S5). As expected for the last attribute (i.e. IRrep), the score 

distribution is nearly constant across the ranks due to the reproducible nature of collision-

induced dissociation used in peptide fragmentation. However, the DC dataset shows higher 

scores compared to the SGS dataset. This difference arises from the DC dataset containing 

fragment ions with overall lower signal-to-noise ratios and this reduces the intensity ratio 

repeatability among technical replicates.

Another way to visualize the results after assigning the NOFI rank is categorizing the 

fragment ions to reflect the attribute that is the most affected or deviated from the expected 

value. This was done by finding the attribute with the maximum absolute score per fragment 

as illustrated in Figure 5. The fragment ions ranked with lower priority (viz. rank 10) show 

higher values (dark blues) and the intensity ratio deviation (IRd) contains a large fraction of 

fragment ions. In other words, the IRd tends to be the most influential attribute for detection 

of fragment ion outliers, followed by the RTd and FWHMd attributes. On the contrary, 

fragment ions at high priority ranks (viz. ranks 1-4) have mostly low attribute values (light 

blues) and the largest fraction of fragment ions fall in the IRrep category, which is the 

attribute with overall less deviation. In addition, the IRrep attribute allows the consideration 

of the fragment ion intensity in an implicit manner. As discussed previously, MS signal 

intensities are usually proportional to the reproducibility (Coefficient of variation in Figure 4 

as well as Intensity in Supporting Information - Figure S4). Therefore in the absence of 

interferences when the remaining attributes are not affected, the fragment ions are ranked 

according to the repeatability which is modeled by the IRrep attribute.

The outlier detection performance of NOFI was evaluated under experimentally relevant 

conditions by using the DC dataset which contains 2284 peptides with at least 10 fragment 

ions per peptide. Despite the fact that the SWATH acquisition method used was enhanced to 

minimize interference by employing precursor isolation windows of optimized variable 

widths,28 806 fragment ions identified from the DC dataset were judged as being affected by 

interferences during a manual annotation process. When processing the full DC dataset of 

2284 peptides, these 806 ions were ranked by using either the library intensity ranking 

method or the NOFI ranking algorithm (Figure 6). As observed, the likelihood for a 

fragment ion to be affected by interference was almost equal for all fragment ions regardless 

of intensity (viz. library intensity rank from 1 to 10). However, in the case of NOFI, 85% 

(686 ions) of the same fragment ions were assigned low priority (i.e. ranks higher or equal to 

6) and 50% of them (404 ions) were ranked to the lowest possible priority, effectively 

excluding them from quantification. Additionally, it is worth mentioning that only 2% and 

3% of the ions annotated as affected by interferences were found in the first and second 

ranked-categories respectively, which is a significant reduction with respect to the 9% and 

8% that were found in the same positions when using the library intensity approach. 

Furthermore, when investigating the number of impaired fragment ions per peptide based on 

the 806 annotated interferences, 486 peptides corresponded to a single annotated 

interference, 112 peptides contained 2 annotated interferences, 25 peptides contained 3 

annotated interferences, 4 peptides contained 4 annotated interferences and the maximum 

number of annotated interferences was 5 for only one of the peptides. In the latter case, all 5 

annotated interferences were correctly assigned to the low priority positions (NOFI rank > 

5). This suggests that 5 non-outlier fragment ions (equivalent to 50%) per peptide are 
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sufficient for NOFI to successfully assign low priority positions to the remaining 5 fragment 

ions affected by interferences.

In order to further evaluate the interference detection performance of NOFI, the full DC 

dataset of 2284 peptides was also processed by the Spectronaut software. It is important to 

mention that the approaches implemented in other software tools such as DIANA and 

SWATHProphet are conceptually different from the NOFI approach because these tools 

attempt to correct the fragment ion area instead of excluding it from quantification. In 

contrast, Spectronaut contains an algorithm for interference detection and an option to 

exclude the impaired fragment ion or not from all replicates in the quantification step. 

However, Spectronaut requires the use of a commercial set of calibrating peptides (i.e. HRM 

Calibration Kit), thus the SGS dataset could not be processed since this kit was not used by 

the authors when the dataset was generated.

Therefore, the NOFI algorithm was compared against Spectronaut in terms of sensitivity by 

using the 806 fragment ions from the DC dataset that had been manually recognized as 

being affected by interferences. The complete DC dataset of 2284 peptides was processed by 

both algorithms independently and then the results were compared. Spectronaut was able to 

detect 613 out of the 806 annotated interferences. In order to carry out the comparison, the 

Top-N fragment ions were selected for NOFI, and the annotated interferences within the 

Top-N NOFIs were considered false negatives whereas the remaining ones were considered 

true positives, since these impaired fragment ions are successfully excluded from 

quantification. Table 1 illustrates that the NOFI algorithm outperformed Spectronaut at 

detecting interferences when using the Top 3-6 NOFIs, resulting in the detection of 

annotated interferences with sensitivity values between 0.92 and 0.80 against 0.76 for 

Spectronaut. However, when investigating the Spectronaut detection rate and each of the 

NOFI ranks for the annotated interferences (Supporting Information - Figure S6) it can be 

seen that Spectronaut was able to detect some of the annotated interferences that NOFI 

failed to rank at low priority positions (viz. the green fraction of the Top 1-6 bars where 

NOFI assigned high priority ranks), possibly due to the low signal-to-noise ratios that were 

observed in most of the cases. At the same time, NOFI successfully assigned low priority 

ranks to some of the annotated interferences that Spectronaut failed to detect (viz. the red 

fraction of the bars corresponding to the 7-10 NOFIs that were assigned low priority ranks), 

presumably due to the consideration of the IRd attribute, which is the most influential one 

for outlier detection, as discussed previously.

Additionally, among the few interference-containing annotated fragment ions that were not 

considered as outliers by the NOFI algorithm and ranked in the first 3 positions, the 

presence of a closely eluting peak (hereafter called “neighboring peak”) or of a shoulder 

peak was often observed in the fragment ion XIC trace. Under these circumstances, accurate 

peak integration can be challenging. Therefore to avoid quantification inaccuracies another 

fragment ion without interference is generally preferred. Both of these situations are 

illustrated in Figure S7 (Supporting Information) for LSLEGDHSTPPSAYGSVK [2+]. The 

y11 fragment ion with a shoulder peak is detected as an outlier by the NOFI ranking 

algorithm and is given the lowest priority rank. In contrast, the b9 fragment with a 

neighboring peak is ranked first because this case is beyond the detection power of the four 
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attributes used. Indeed when looking more closely at the chromatographic attribute scores, 

the RTd is low and the FWHMd is not sufficient to spot it as an outlier since the peak width 

deviation (compared to the other fragments) is calculated at 50% of its height. One solution 

to detect fragment ions with closely eluting peaks would be to add one or several attributes 

to better describe the chromatographic peak shape, such as the asymmetry first proposed by 

Foley and Dorsey29 or the width measured at the baseline. Moreover, as mentioned above 

significantly low signal-to-noise values were observed for the annotated interferences that 

were detected by Spectronaut and failed by NOFI, mostly due to a lack of an adequate 

signal-to-noise measure of the LC peak in Skyline reports. In fact, the signal-to-noise is an 

important measure of the quality and provides information often uncaptured by the LC peak 

width. For instance, setting the integration boundaries is not a trivial task and software tools 

usually set a single integration boundary common to the entire group of fragment ion XICs 

of the peptide (as shown in Supporting Information - Figure S7). In such cases where the 

attributes are determined at the integration boundaries, the peak width at any height is 

relatively unaffected but the signal-to-noise is able to discriminate the impaired fragment 

ion. Indeed, depending on the peak detection software and its available metrics (e.g. peak 

asymmetry, baseline determination, signal-to-noise, etc.), additional attributes can be 

implemented into each vector representing the fragment ions to expand the outlier detection 

power of the algorithm and reduce the priority of impacted fragment ions for quantification.

CONCLUSIONS

When performing label-free peptide quantification using data-independent acquisition LC-

MS/MS, the number of fragment ions used to express the total area representing the peptide 

amount is often difficult to select. Most of the time a selection of the Top-N most intense 

ions (typically from 3 up to 10) based on a spectral library is made. Our results suggest that 

the use of a subset of fragment ions instead of the entire identification set provides higher 

accuracy for DIA quantification results. More importantly, this subset does not necessarily 

include the most intense fragment ions since the likelihood of resulting interfering ions from 

precursor ions isolated within the same precursor window increases during DIA. In fact 

when selecting the Top-N most intense fragment ions as by the library intensity ranking 

method, some of the corresponding fragment ion traces from DIA spectra may be impaired 

by interferences and therefore are not the most appropriate for accurate and precise 

quantification results. In contrast, our algorithm based on outlier detection ranks these 

fragment ions with lower priority regardless of their intensity. Consequently, the use of more 

than 3 fragment ions for identification paired with the NOFI ranking allows the selection of 

an optimal subset in the subsequent quantification step. Additional morphological 

chromatographic attributes, such as asymmetry, baseline peak width or signal-to-noise, 

could be incorporated to increase the dimensionality of the vector space. Such improvements 

are expected to reduce potential pitfalls arising from the assumption that the peak group is 

correctly picked during integration. For example, in the current implementation the selection 

of a wrong peak, as in the case of closely eluting peaks that are not baseline resolved from 

the fragment ion XIC, could conceivably decrease outlier detection performance.

Despite these limitations, we have shown that outlier detection techniques applied to a 

multivariate space based on chromatographic and MS fragmentation related attributes, can 
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lead to an optimal subset of fragment ions and yield more reliable quantification results, 

which in turn are essential for producing biologically significant MS results of complex 

proteomes.

Supplementary Material

Refer to Web version on PubMed Central for supplementary material.
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Figure 1. 
Illustration of the attributes considered in the non-outlier fragment ion (NOFI) ranking 

algorithm and visualization of the NOFI concept. A) The attributes related to 

chromatographic properties of the peptide are the retention time deviation (RTd) and the full 

width at half maximum deviation of the LC peak (FWHMd), as explained in Methods. The 

library intensity rank corresponds to the red circles, assuming that the SWATH intensities 

have the same fragment ion order as the DDA library intensities. The NOFI rank 

corresponds to the green circles, in which the fragment ion with deviated attribute values is 

pushed down to lower priority ranks. B) The attributes related to the fragmentation pattern 

of the peptide (i.e. IRd and IRrep) are computed for each fragment ion from the intensity 
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ratio (IRj) between the SWATH and the DDA library spectra. Top panel: in the absence of 

interferences the relative intensities show the same pattern and the ratio of the absolute 

intensities is ideally constant (the absolute intensities in the SWATH spectrum have twice 

the values of the library spectrum, e.g. 5000 a.u. in SWATH compared to 2500 a.u. in DDA 

for the most intense fragment ion). Bottom panel: in the presence of interferences (grey 

ellipses), the intensity ratios of interference-affected fragment ions are deviated from the 

remaining fragment ions of the peptide. C) Left panel: vectors combining the four attributes 

represent the fragment ions of a peptide. Right panel: considering a projection on the first 

two dimensions (RTd and FWHMd attributes), high priority ranks are assigned to the 

fragment ions that are less deviated (closer to the center) and the deviated fragment ions are 

assigned lower priority ranks.
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Figure 2. 
Calibration curves for selected examples illustrating the background effect and impact of 

interferences for quantification of peptides from the SGS dataset. Top panels (A and C) 

show peptide VDPGQVISVR [2+] and bottom panels (B and D) peptide 

LFIGGLNTETNEK [2+] spiked respectively in water (left panels A and B) or in human 

HeLa cell lysate digests (right panels C and D). Linear regressions were computed using the 

Top-3 most intense fragment ions obtained from the library (red dashed line), from the 

NOFI ranking algorithm (green dashed line), as well as for all ten-fragment ions from the 

library (blue dashed line). Dots show the corresponding total areas computed as the sum of 

the fragment areas normalized by the most concentrated sample. The solid red line shows the 

theoretical 1:1 dilution curve.
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Figure 3. 
Box-plots illustrating the distributions of slopes (top panels A-C) and errors on the summed 

areas (bottom panels D-F) calculated with the library intensity (red) or the NOFI ranking 

methods (green). Results are obtained from 182 peptides selected from the SGS dataset 

spiked in water (A and D), yeast cells (B and E) or human HeLa cells (C and F) lysate 

digests. Solid horizontal red lines indicate expected values according to the theoretical 1:1 

dilution curve.
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Figure 4. 
Box-plots illustrating the distributions of the coefficient of variation (CV) of the normalized 

summed areas among experimental replicates (top panels A and B), as well as the 

distributions of cosine similarity between SWATH and DDA library intensity vectors 

(bottom panels C and D). Results were calculated with the library intensity (red) or the 

NOFI ranking method (green) from the SGS dataset 182 selected peptides spiked in human 

HeLa cell lysate digests (A and C) and from the 2284 DC dataset peptides (B and D). Solid 

horizontal red lines indicate best case values. Similar trends were observed for the SGS 

dataset results corresponding to water and yeast cells (data not shown).
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Figure 5. 
Bar charts illustrating the impact of each attribute used in the NOFI ranking algorithm when 

selecting only the attribute with the highest score for each fragment ion. The different 

datasets are: 182 SGS peptides spiked in human HeLa cell lysate digests (A) and 2284 DC 

native peptides from human dendritic cell lysate digests (B). The color intensity scale 

corresponds to five absolute score ranges, darker blue being the range with a higher 

likelihood of outlier detection. Similar trends were observed for the SGS dataset results 

corresponding to water and yeast cells (data not shown).

Bilbao et al. Page 22

J Proteome Res. Author manuscript; available in PMC 2016 February 03.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



Figure 6. 
Comparison of the rank distribution of the 806 fragment ions manually annotated as being 

affected by interferences in the DC dataset showing the performance of the NOFI ranking 

algorithm to assign lower priority ranks. Ranks are attributed using either the library 

intensity ranking method (red bars) or the NOFI ranking algorithm (green bars). Clearly, 

NOFI outperforms the traditional method in assigning a lower priority rank to a higher 

frequency of interference-impacted ions. Indicated above each bar are the absolute and 

relative numbers of ions assigned to each category by the utilized ranking algorithm.
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Table 1

NOFI compared to Spectronaut in terms of sensitivity for interference detection. The comparison is based on 

the 806 fragment ions annotated as affected by interferences in the DC dataset. Once the Top-N number of 

fragment ions is selected for NOFI, the annotated interferences within the Top-N NOFIs are considered false 

negatives (FN) and the remaining ones are considered true positives (TP), since these interferences are 

effectively excluded for quantification. The “Top-N fragments” column is not applicable for Spectronaut.

Algorithm Top-N fragments True positives False negatives Sensitivity

NOFI

3 743 63 0.92

4 719 87 0.89

5 686 120 0.85

6 647 159 0.80

Spectronaut NA 613 193 0.76

Sensitivity = TP / (TP + FN).
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