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Abstract

Automated data collection is an integral part of modern workflows in single particle elec-

tron microscopy (EM) research. This review surveys the software packages available for

automated single particle EM data collection. The degree of automation at each stage of

data collection is evaluated, and the capabilities of the software packages are described.

Finally, future trends in automation are discussed.
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Introduction

The field of single particle electron microscopy (EM) is under-
going astonishing changes in achievement of higher resolution,
brought about by a combination of technological advances
and improved specimen preparation. This ‘resolution revolu-
tion’ as termed by Kühlbrandt [1] shows no signs of abating:
so far this year a total of eight structures [2–9] surpassed the
3 Å barrier [10] for single particle EM reconstruction for the
first time, with many more expected soon.

As a result of these technology breakthroughs, there has
been a surge in the popularity of single particle EM. Auto-
mation is important in both lowering the barrier for entry
for new scientists into the field as well as freeing up the time
of experienced scientists during data collection. The topic of
automation in EM has a long history – early work by the
Agard [11], Baumeister [12,13] and Brisson groups [14] in
the 1990s contributed to semi-automated systems to control

electron microscopes and manipulate downstream data in
single particle EM, electron tomography and electron crys-
tallography.

The purpose of this review is to survey the state of auto-
mation in data collection of single particle EM. Each
sequential step in the collection pipeline is addressed, and
the program suites available will be discussed in the context
of the pipeline. Data processing will not be covered here,
nor will electron tomography and electron crystallography
related software. The goal of this review is to provide new
researchers in the field of single particle EM with an over-
view of the technical advantages and challenges faced in
automation of EM data collection.

Automation in data collection

In this review, an automated data collection package will be
defined as a software system that is able to interface with
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both the camera and the microscope and can collect mul-
tiple images of an EM grid without user input. The automa-
tion software must also be able to perform autofocusing
and determine the eucentric height of the specimen without
intervention in order to image multiple locations on the
grid. Semi-automated packages will refer to software
systems that have some but not all of these capabilities.

Automation software packages that are discussed are listed
in Tables 1 and 2.

Grid compatibility

The first variable that an automation software package
must adjust to is the nature of the EM grid itself. EM grids

Table 1. Software packages available for automated single particle EM Data collection

Software package Latest
version

Capabilities Supported equipment Reference(s) Number of
citationsa

Academic packages
SerialEM 2015 Single particle, RCT/OT,

tomography
Microscopes: FEI (Titan, Tecnai, Spirit),
JEOL with TEMCOM interface, Hitachi
HT7700

Detectors: CCD (AMT, FEI, Gatan, TVIPS,
DE, OSIS), Direct detector (DE, FEI,
Gatan)

Others: Energy filter (Gatan, JEOL)

[15] 449

Leginon 2014 Single particle, RCT/OT,
tomography, electron
crystallography

Microscopes: FEI (Titan, Polara, Talos,
Tecnai, Spirit, CM), JEOL (with
TEMCOM interface, JEOL1230)

Detectors: Film, CCD (FEI, Gatan, TVIPS),
Direct detector (DE, FEI, Gatan)

Others: Phase plates (Zeiss), Energy filter
(Gatan, JEOL)

[16] 87
[17] 148
[18] 328

UCSFImage4 2013 Single particle Microscopes: FEI (Polara, Tecnai, Titan)
Detectors: CCD (Gatan, TVIPS), Direct
detector (DE, Gatan)

[19] 0

TOM2 2012 Single particle, tomography Microscopes: FEI (Titan, Tecnai)
Detectors: CCD (FEI, Gatan, TVIPS)
Others: Energy filter (Gatan)

[20] 21

SAM 2008 Single particle Microscopes: FEI Tecnai
Detectors: CCD (Gatan)

[21] 18

JAMES 2006 Single particle Microscopes: JEOL with FasTEM
Detectors: Film, CCD (Gatan)

[22] 9

AutoEMation 2005 Single particle Microscopes: FEI Tecnai
Detectors: CCD

[23] 51

AutoEM 2003 Single particle Microscopes: FEI Tecnai
Detectors: CCD

[24] 42
[25] 52

Commercial packages
EM-TOOLS 2015 Single particle, tomography Microscopes: FEI (Titan, Polara, Tecnai,

CM), Hitachi H-9500, JEOL, Zeiss
(Kronos, Libra)

Detectors: CCD (TVIPS)
Others: Energy filter

– –

EPU 2014 Single particle, RCT/OT Microscopes: FEI (Titan, Talos, Tecnai)
Detectors: Film, CCD (FEI), Director
detector

– –

JADAS 2009 Single particle Microscopes: JEOL
Detectors: CCD (Gatan), Film

[26] 36

a As of 15 May 2015.
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for negative stain typically have a uniform layer of carbon
on which the sample is placed – the area available for
imaging would be the entire square demarcated by the grid
bars. For cryo-EM, holey carbon or holey gold grids [27]
are typically used. These grids have regular arrays of holes
within the film that must be targeted during imaging. The
most commonly used commercial holey carbon grids are
Quantifoil [28] and C-flat [29,30]. The diameter of the
holes and distance between holes can be customized, and
the automation software has to adapt to these differences.
All automation software packages are able to deal with
imaging on these conventional substrates.

Other types of less regular grids are also sometimes used,
including irregular holes or lacey carbon grids, with the
latter preferred when dealing with samples that tend to
adhere to carbon surfaces and thus creating difficulty in dis-
tributing sample across the holes of conventional holey
carbon grids. These non-conventional grids require the soft-
ware to be able to identify noncircular holes and select areas
within these holes, as has been accomplished by Nicholson
et al. [31] using Leginon and also in EM-TOOLS. More
recently, regular grids have been used to load multiple
samples [32,33] for the purposes of screening, and Leginon
can be used in a semi-automated mode to image these mul-
tiple targets.

Microscope alignment

An important aspect of successful automation is the align-
ment of the microscope. The purpose of this alignment is to
minimize lens aberrations, maximize image quality and

provide convenience of operation [34,35]. Alignments are
usually done starting from the electron source and continu-
ing sequentially down to the projector lens. Most align-
ments are stable and do not need to be adjusted by the
microscopist during routine data collection [18,36]. Gun
and condenser alignments are independent of the sample
and thus typically do not need to be changed during the
imaging process. Alignments that do need to be regularly
checked and refined are termed direct alignments on FEI
microscopes [36] and other manufacturers have similar
alignment routines. No automation software has thus far
been developed to fully replace a trained microscopist in
aligning the microscope for data collection, although signifi-
cant progress has been made with making this process
semi-automated. Automation has the advantage, in some
instances, of providing more accuracy for certain alignments
than an operator can achieve [37]. In the following sections,
we discuss automation of direct alignments based on the
type of aberration that must be corrected.

On-axis aberration: out-of-focus
Image focus is adjusted by changing the strength of the
objective lens. Defocus refers to the amount of displacement
of the imaging plane from the focused position (Fig. 1).
Most automation packages (AutoEM, AutoEMation, EPU,
JADAS, Leginon, SerialEM, TOM2) make use of an auto-
focusing technique called the beam-tilt-induced image dis-
placement (BID) method first described by Koster et al. [39].
In this method, the electron beam is tilted, and displacement
of the image is recorded. The amplitude of the displacement
is mathematically related to the extent of defocus through

Table 2. Specific capabilities of software packages available for automated single particle EM data collection

Software package Auto targeting
on grids with
regular hole
pattern

Auto targeting
on grids with
lacey carbon

MSI level
customizable
by user

Ability to
discriminate
holes based on
ice thickness

Breath-first tree
traversal work
flow (Queuing)

Additional
hardware
(computer or
GPU card)
required

Built-in
remote
data
monitoring

Academic packages
SerialEM Yes No information Yes No Yes No No
Leginon Yes Yes Yes Yes Yes Yes Yes
UCSFImage4 Yes No No No No Yes No
TOM2 Yes No information Yes No No information Yes No
SAM No No No No No No information No
JAMES No information No No No No No information No
AutoEMation Yes No No Yes No No information No
AutoEM No information No No Yes No No information No

Commercial packages
EM-TOOLS Yes No No information No information No information No information No
EPU Yes Yes No Yes Yes No No
JADAS Yes No Yes Yes No No information No
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the following equation, taken from Koster et al. [39]:

D ¼ 2Mβ Δf þ Csβ
2 þ Csω

2 2λ
2

4π2

� �
; ð1Þ

where D is the image displacement, M is the magnification,
β is the beam tilt angle, Δf is the defocus, Cs is the objective
lens spherical aberration, ω is the spatial frequency of the
sample and λ is the wavelength of the electron beam.

A second technique that can be used for focusing is the
diffractogram method first described by Saxton et al. [40].
An image is acquired and the computed power spectrum is
used to calculate the defocus (Fig. 2d–f ). Krivanek and
Maloney [41] have also described using this method to
allow for computer-controlled automated focus correction
on a CCD camera. Both JADAS [26] and UCSFImage4 [19]
have implemented this method.

One other method for focusing has been described in the
literature [37] whereby the focus is determined by finding
the image with the least contrast, but this is not currently
used by any of the automation packages described in this
review.

The BID method for autofocusing is the most widely
used for several reasons. It is very efficient – only one
untilted and one beam tilt image are required to determine
the defocus – whereas the diffractogram method requires
two or more diffractograms in order to compensate for the
ambiguity and errors present during imaging [39]. The BID
method works well at low magnifications [39] and unlike
the other two methods [37] is largely specimen independent,
except in cases where there is interference from the diffrac-
tion from crystalline support substrates like gold grids [27].
The BID method’s main drawback is its lack of dose effi-
ciency [39] – the area illuminated during BID is generally
damaged by radiation and not suitable for further imaging.

Off-axis aberration: astigmatism
Two-fold astigmatism in an image arises when two orthog-
onally propagated electron rays are focused to two different
locations by the lens (Fig. 2) [37]. Thus, it can be corrected
automatically using the focusing methods described above.
More complex forms of astigmatism, such as 3-fold astig-
matism, will compromise image quality if higher than 1.5 Å
resolution is a required goal [42,43]. These effects cannot be
reliably corrected by current automated data collection

Fig. 1. Negative stain electron micrographs of the same field at different defocus values. (a) is closest to focus, followed by (b) and (c) with

sequentially higher defocus values. The corresponding Fourier transforms of each micrograph are shown (d–f ). Defocus values were estimated

using CTFFind3 [38]. Images had a pixel size of 1.83 Å and were taken with a 200 kVmicroscope with Cs of 2.0 mm.
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software, but a manual alignment is expected to be stable
for periods well in excess of a year.

Off-axis aberration: coma
If a lens has coma, off-axis illumination will not be focused
to a point. Minimizing the effect of the coma is important
for high-resolution imaging as highlighted by Zemlin et al.
[44] and Glaeser et al. [45] because the phase error caused
by coma increases with the third power of the spatial fre-
quency. The equation for the phase error is given below,
taken from Glaeser et al. [45]:

Phase error from coma ¼ 2πθCsλ
2s3ðθ̂ � ŝÞ ð2Þ

where θ is the beam tilt angle, Cs is the spherical aberration,
λ is the wavelength of the electrons, s is the spatial fre-
quency, θ̂ is the unit vector in the beam tilt direction and ŝ is
the unit vector in the spatial frequency vector direction.

To minimize the effect of coma on a conventional elec-
tron microscope, the beam must be aligned with the optical

axis so that the average beam tilt angle is zero. Under these
conditions, the phase error due to coma is zero as calculated
using Eq. (2). Two methods can be used to achieve this
so-called coma-free alignment [45]. The first method is to
slowly wobble the beam back and forth about an angle of
∼10 mrad. This is done in both the x and y axes, and the
live image is observed either on a screen or a camera. If the
beam is tilted in the corresponding axis to begin with, a
positive tilt will result in an image of different defocus com-
pared with a negative tilt of the same magnitude. Only
when the beam is parallel to the optical axis will a positive
and negative tilt give an image of the same defocus and
astigmatism [45]. The similarity of the two images is usually
judged by eye, thus making this method rather qualitative,
but it has the advantage of speed.

The second method uses Zemlin tableaus [44]. A series
of images using different beam tilts, positive and negative,
are acquired in the x and y tilt directions (and possibly also
the intermediate axes between them) and Fourier transforms
are calculated of the acquired images, as shown in Fig. 3.

Fig. 2. Comparison of non-astigmatic (a) and strongly astigmatic (b) micrographs. Their corresponding Fourier

transforms are shown below (c and d). Images had a pixel size of 1.83 Å and were taken with a 200-kV

microscopewith Cs of 2.0 mm.
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The concept is similar to the first method, except comparing
the transformed images is more quantitative, allowing the
microscopist to obtain a more accurate coma-free align-
ment. Zemlin tableaus are implemented in the Leginon
package [18], but only in a semi-automated manner, as the
user has to manually adjust the beam tilt using the Leginon
interface until the Zemlin tableaus look optimal. No single
particle automation software that we are aware of so far
offers a fully automated coma-free alignment.

One other way to eliminate the coma effect would be to
adjust the Cs value to zero in the equation for phase error,
and this has been achieved by hardware in Cs corrected
Titan Krios microscopes [4]. The ability to generate Zemlin
tableaus is still required as the microscopist has to now
adjust the Cs corrector instead of the beam tilt in order to
eliminate coma and other aberrations.

Given that no software is so far able to automatically
correct for coma, it is important to know how long a coma-
free alignment remains stable, in order to determine if
this will be a factor limiting the unsupervised duration of a
high-resolution single particle data collection session. Based
on work by Uhlemann and Haider [46] on a spherical
aberration-corrected EM, the change in coma within a 12-h
experimental collection period violates an acceptable
threshold of ðπ=4Þ at 1.4 Å resolution and needs to be
corrected about once every 3 h. Considering that phase
error increases with the cube of the resolution, a 2.5 Å reso-
lution threshold is predicted to be breached only after 17 h,
indicating the need to consider automatic coma-free align-
ment only during very long-duration collection of high
resolution data.

Finally, it is important to note that coma-free alignment
can only eliminate axial-coma effects; off-axis coma can still
corrupt the image if the beam is not parallel across the field of
view [45]. No program automatically checks this so ensuring
a parallel beam is an essential step during manual microscope
alignment. The magnitude of this effect can be determined by
the scope lens geometry [45] or estimated from diffractograms
from different parts of the camera sensor using a known
average beam tilt.

Calibrations and corrections
A consequence of relying on automation software to interface
with the microscope is the need to calibrate the microscope
adjustments within the software environment. This is essential
to ensure that the program can adjust the microscope para-
meters accurately. Broad categories for calibrations include
image shift, stage shift, pixel size, autofocusing, beam shift,
beam tilt, flat field, CCD sensitivity, beam intensity (I0) and
dose [15,18,36]. Fortunately of all these calibrations, only
image shift offsets and I0 calibration (required for EPU) have
to be updated prior to starting each data collection session.

Image shift offsets are determined at each magnification
and define the corrective image shifts required to be applied
when moving between different magnification presets so as
to keep the same image features in the center of view. This
procedure is called ‘image shift calibration’ by EPU [36],
‘preset image shift alignment’ by Leginon [18] and ‘mag IS
offsets’ by SerialEM [15]. These calibrations are done by
first picking an identifiable feature visible at both high and
low magnifications while at eucentric height. Thereafter, an
image is taken at each magnification and the microscopist

Fig. 3. Zemlin tableaus acquired with coma-free alignment (a) and without coma-free alignment (b). The calculated resolution limit

(based on Eq. (2)) for the aberration seen in (b) and corrected in (a) is ∼0.55 nm, given a resolution limit cutoff at 45° phase error,

using a 200 kV microscope with Cs of 2.0 mm.
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centers the feature manually each time, and the offset is then
stored by the automation software.

I0 refers to the intensity of electron illumination without
a sample present [36]. This calibration is used as a reference
for the illumination that would pass through an empty hole
in a cryo-EM grid, thus allowing the automation software
to identify holes with a suitable thickness of ice.

Usually before each imaging session, dark field and
bright field images are acquired with the sample removed
from the beam path. These are used for flat field corrections
of subsequently acquired images, allowing for the correction
of the difference in sensitivity for each pixel on the detector.
In addition, the automation or camera software may
exclude bad pixels and suppress spikes in the image due to
stray X-rays [18,23].

Target acquisition

Target acquisition is a multi-scale process – starting from
the lowest magnification, suitable regions to image are iden-
tified, and this process is repeated with sequentially higher
magnification until the final desired magnification is reached
(Fig. 4). Automation software streamlines this process.

The first step in the multi-scale imaging (MSI) process is
to image the entire grid and ascertain the location and
quality of potential squares available for data collection.

Many automation software packages (EM-TOOLS, EPU,
JADAS, Leginon, SerialEM, TOM2) provide the option of
automatically collecting such a map of the entire grid, often
referred to as an atlas.

With an atlas for reference, suitable squares for imaging
are selected. For negative stain grids, good squares are
unbroken and not too thickly covered by the stain so parti-
cles are visible (Fig. 5). For vitrified samples (Fig. 5), good
squares need to be unbroken, not too thickly covered by ice
(which will adversely affect contrast and result in excessive
variation in Z-height of particles), and not so thin as to
exclude the particles completely [47]. Automated picking of
good squares for cryo-EM entails checking ice thickness by
estimating the transmittance of electrons [18,20,23,26]. In
order to eliminate holes containing uneven ice or some con-
tamination, some programs such as AutoEMation and
Leginon also offer the option to reject holes that have a mea-
sured transmittance beyond a certain mean or standard
deviation threshold [18,23].

If the grid has a regular array of holes, the automation
software can be programed to identify them in a variety of
ways. AutoEMation requires a template created at the ini-
tialization stage and makes use of the correlation map
between micrographs and the template to pinpoint the
holes. JADAS similarly marks holes via a template-based
hole matching algorithm. In Leginon, the correlation peaks

Fig. 4. MSI procedure employed in data collection software for both cryo T20S proteasome (a) and negative stain 50S ribosome (b) samples. The

white boxes indicate the area where an image is acquired at subsequent higher magnification and the white arrows point to a single particle of the

respective proteins.
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from these are filtered with a loose lattice defined by the
microscopist to account for slight distortion. In SerialEM,
a grid of points is defined by the microscopist to indicate
where the holes are. In UCSFImage4, the microscopist sets
two vectors that define the location of neighboring holes in
a regularly spaced lattice. The spacing and extent of the grid
is also defined. EPU on the other hand requires users to
define the size of a hole, and the spacing between two holes,
before it automatically populates the array of holes. For all
of these software packages, the automatically picked holes
are also subject to ice thickness criteria defined by transmit-
tance as mentioned in the previous paragraph.

Many automation packages also offer an option of select-
ing imaging areas manually in case the automated selection
fails consistently on a challenging grid; indeed this is the only
mode of operation for SAM [21]. While using this method of
imaging area selection, the automation software may collect

images at the higher magnifications breadth-first (i.e. collect
all images at one magnification first before proceeding to the
next higher magnification) or depth-first (i.e. image one area
from low to high magnification, before moving to next area).
The former method offers the advantage of requiring user
interaction only at the beginning of the workflow. Software
packages that provide breadth-first tree traversal at all points
of the workflow include Leginon and SerialEM.

Once the imaging areas are selected, either automatically
or manually, the software proceeds through a fixed work-
flow before exposing the target. First, eucentric height is
adjusted, followed by autofocusing by one of the methods
mentioned above. Once focus has been determined, a set
defocus value is applied. The applied defocus value can be
randomized across a range (Leginon, SerialEM, TOM2,
JADAS), sequentially increased across a range (AutoEMa-
tion) or be selected from a fixed list of values (EPU, UCSF-
Image4). Once focus has been adjusted, an image (or movie
series) of the target is acquired using a specified dose.

Centering the target for the final high magnification
exposure imaging can be achieved by two methods: using
the beam and image shifts or using the mechanical stage
movement. In the beam and image shift method, deflectors
bring multiple selected targets on the grid to the center of
the viewing area for acquisition by the camera. The method
is rapid and accurate but, depending on microscope optics,
may introduce beam tilt at the specimen level. Alternatively,
the stage can be physically moved to center each target. The
former method has the advantage of speed as there is no
need to either move the stage (which is slow and inaccurate)
or wait for the stage to settle after movement, while the
latter has the potential advantage of providing the highest
resolution data as no coma is introduced by the beam tilt.
Where a choice of targeting method is available (such as
in EPU, Leginon and SerialEM), users should estimate the
beam tilt induced by the former method either using a
Zemlin tableau or observing the beam displacement in the
diffraction mode, and then weigh the substantial extra time
needed for targeting (up to a minute) against the resolution
loss based on Eq. (2).

One problem that must be dealt with during data collec-
tion is the stage drift, which is especially pronounced imme-
diately after physically shifting the stage. Typically, stage
drift reduces over time as the stage settles. If exposures are
acquired when the stage drift is too large, the focus may fail,
the image will be blurred and high resolution information
will be lost. In order to ameliorate this problem, software
like SAM [21] pauses for 40 s after the goniometer move-
ment and before collection to allow for the drift to stabilize.
Other automation software such as AutoEM [23,24,25],
EPU [36], Leginon [18] and SerialEM [15] provide the
option of drift monitoring, whereby the drift of the stage is

Fig. 5. Variation of squares in a typical negative stain (a) and cryo-EM (b)

grid. An example of a broken square (yellow), a square with too thick ice/

stain (red) and a potentially good square (green) are shown in the

respective colors above.
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checked before exposure. If the drift is above a pre-defined
threshold, the program waits for the stage to settle. If the
drift does not fall below the threshold after a pre-defined
period, the program skips the area and moves to the next
target. The frequency of the drift check can be adjusted.
AutoEM [24,25], AutoEMation [23] and Leginon [18] can
intelligently select the order of target acquisition to minim-
ize distance traveled, which may minimize stage drift.
JADAS has the option for active compensation of drift by
controlling a physical piezo device [26].

Tilt pair collection

Tilt data collection is an important tool for single particle
EM for two main reasons: first, for random conical tilt
(RCT) and orthogonal tilt (OT) reconstructions of single-
particle samples and second for tilt pair validation [48] of
the final 3D reconstruction model. A series of tilt series

images separated by small angle increments have long been
collected on a routine basis using EM tomographic software
[12,15,49,50]. However, RCT tilt pair data collection
requires correlation of image pairs with a much larger tilt dif-
ference (typically 45–60° as seen in Fig. 6) and consequently
with a much larger distortion between the image pairs. Align-
ing these two images presents technical challenges, especially
in the absence of supplementary fiducial markers like gold
particles. EPU has a prototypic implementation of tilt pair
collection, while Leginon [50] and SerialEM [15] have func-
tional RCT and OT data collection capabilities.

Monitoring of collection

Once the imaging targets are selected, automated data col-
lection can begin and continue with no further user inter-
vention, save for the need to refill the liquid nitrogen of the
cryo-stage and cold-finger, if necessary. Sporadic user moni-
toring of collection is however good practice and sometimes
necessary for challenging samples. Leginon [18] has a spe-
cialized monitoring interface called Leginon observer inter-
face (LOI) as illustrated in Fig. 7. This interface allows users
to see the most recently acquired images and get an update
on the number of targets imaged and number of images
remaining in the queue. It also provides an estimate of the
time left for data collection. The LOI is a web-based inter-
face, allowing for the convenient monitoring of the experi-
ment remotely, either by a computer or smart phone.
SerialEM [15] also has an interface for modifying the order
of targets for tilt series collection.

Automation can enable data collection to proceed
unsupervised for long periods, up to several days [51]. One
potential problem that could occur is the buildup of con-
tamination on the grid as the vacuum in the column is not
perfect. Cheng et al. [51] have shown that for a Tecnai F20,
using a CCD in a well-controlled environment and good
vacuum, the buildup occurs at a rate of 1.3 Å per hour – not
a major limiting factor for data collection from one to
several days. Experience also shows (Cheng, unpublished
data) that for the latest generation of instruments like the
Titan Krios, contamination is usually not a limitation unless
there are extraneous circumstances like microscope leaks or
malfunctions.

Hardware compatibility

Data collection software suites are just part of a chain of
tools that electron microscopists use, and their degree of
integration with other tools determines the ease with which
the user can conduct their experiments (Table 1). Many
automation packages were optimized for specific instrumen-
tation available in the labs that developed the software –

Fig. 6. Electron micrographs of negative stain samples at 0° tilt (a) and

−55° tilt (b).
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JAMES for example was designed around two JEOL micro-
scopes [22]. Some of these packages also took advantage of
microscopes and cameras that already had vendor programs
for controlling them in place – SAM [21] accesses FEI’s
Tecnai User Interface and tools in Gatan’s Digital Micro-
graph in its target selection and saving. The advantage of this
design philosophy is that less effort is required to develop the
automation package as ready-made parts are incorporated.
The disadvantages are that the system has limited portability
and might become outdated with equipment upgrades or as
vendor software changes. For example, JAMES [22] used
FASTEM on older JEOL microscopes for control. The latest
series of JEOL microscopes no longer supports that software,
resulting in the development of JADAS [26].

Other automation software use an object-orientated
approach to deal with each hardware component, allowing

for greater compatibility. In TOM2 [20], the hardware
abstraction layer (HAL) deals with individual hardware
components. Leginon [18] and SerialEM [15] have also been
built with this approach, allowing them to be compatible
with multiple brands of microscopes and detectors (Table 1).

Commercial software programs may have a different
agenda from academic developments – most commercial
programs are required only to support the company’s equip-
ment, but can be compatible with non-competing hardware.
For example, EM-TOOLS supports FEI, Hitachi, JEOL,
Philips and Zeiss microscopes, but only supports the
company’s TVIPS cameras.

Various automation packages also have the additional
ability to adjust to physical add-ons present on microscopes.
The energy filter, an important module for tomography, can
be controlled by software like Leginon [18], SerialEM [15]

Fig. 7. Remote monitoring of data collection by LOI.
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and TOM2 [20]. Oster et al. [52] have used the Leginon
framework to develop a positioning module for electrostatic
physical phase plates on Zeiss microscopes.

Software compatibility

Downstream from data collection is data processing, and
packages that are able to offer connection to their data pro-
cessing counterparts are extremely helpful. JADAS is inte-
grated with the EMEN2 [53] database, which doubles-up as
a lab notebook that records experimental parameters and
data collection variables. Leginon records almost all experi-
mental parameters into a MySQL database during data col-
lection [18] and is interfaced with Appion [54], which is a
data processing pipeline wrapping a large variety of EM
tools and software packages.

Some automation packages also allow users to program
their own modules. SerialEM has a built-in macro ability
[15] while Leginon is open-source [18] and modules have
been extended by users [31,52,55].

Combining automated and manual procedures

during data collection

Although automated data collection has many potential
benefits, it is, after all, only one of many tools available to a
microscopist – knowing when and where to use automated,
semi-automated or manual data collection can help increase
efficiency and productivity.

Screening of samples is a crucial first step in any single
particle EM project – many parameters such as buffer con-
ditions, protein concentration, type of negative stain, type of
grid and freezing conditions need to be optimized. During
this phase, fully automated data collection would not be the
most efficient process for several reasons. First, fully auto-
mated data collection would necessitate correction of all
aberrations and stabilization of drift before each image is
collected. During the screening process, such aberrations
can be well tolerated as a moderate resolution and moderate
quality image is sufficient to determine parameters such as
particle concentration or ice thickness. Implementing aber-
ration correction and wait time for drift stabilization would
add unnecessary delay to the screening process. Second,
encouraging the microscopist to be closely involved in data
collection during screening has the benefit of ensuring they
observe grid conditions not usually recorded during auto-
mated data collection. For example, a microscopist operat-
ing manually might observe that many of the grid squares
are broken and be able to pursue upstream problems – like
whether the entire batch of grids was defective, or whether
the grids should be more delicately handled during the prep-
aration process.

Nevertheless, despite the advantages of manual input
during screening, some level of automated data collection is
still helpful. For example, when a good condition is found
during screening, the microscopist can readily switch to an
automated collection mode to quickly obtain a dataset for
particle picking and initial 2D classification for further and
more quantitative evaluation. Once sample and grid prepar-
ation conditions are optimized, the full power of automated
data collection can then be unleashed.

One group of users who may benefit from a reduced rep-
ertoire of automated options is novices. Being presented
with a complex data collection schema and multiple options
may be acceptable, or even desirable, for an experienced
microscopist, but may easily overwhelm a beginner. Often
when new users start out in the field, they may only be inter-
ested in simply visualizing their protein and their immediate
goal is usually not a subnanometer reconstruction. Leginon
is one example of an automated data collection program
that has the choice of hiding advanced options from novice
users and providing users with imaging profiles that contain
a reduced set of control nodes. As long as an experienced
microscopist has already aligned the microscope, the new
user can mainly focus on a straightforward data collection
and not be overwhelmed by numerous menu options.

One observation from our own experience is that at a
facility including a mixture of expert and occasional users,
consistent use of an automated data collection package has
the benefit of maintaining the microscopes in a stable condi-
tion for all. This is because the requirements for microscope
alignments when using automated focusing and targeting
are more stringent than those that might be acceptable to an
inexperienced human operator. Thus, problems with micro-
scope optics or alignment become immediately evident and
quickly corrected. Finally, the use of a standard data collec-
tion software suite ensures that the microscope is used in a
very consistent and routine manner, enhancing the overall
stability of the microscope over time.

Future evolution of automated data

collection

The main advantage of automated data collection is the
ability to obtain reproducible results with less human effort.
An additional benefit is that collection of very large datasets
is now more feasible. Currently, collection of hundreds of
thousands [56] or even millions of particles [4] has become
the norm, enabled by automated data collection. This explo-
sion in data collection rates allows the resolution limit to be
pushed further [3,5–7] and also permits many more interest-
ing biological questions to be addressed [57], such as the
structural analysis of rare complexes and the understanding
of minor conformational states [58,59].
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As mentioned earlier, microscope alignment and aberra-
tion correction is an important aspect for achieving high reso-
lution imaging [60,61]. Many of these aberration corrections
have now been automated (focus) or semi-automated (astig-
matism and coma), but more development is required to fully
automate this process [62], given that the aberration-
corrected state of the microscope has a limited lifetime [46].

One potential area for development of automation soft-
ware in single particle EM is real-time feedback on data
collection. Jonić et al. [63] have developed an algorithm to
generate better power spectra for cryo-EM images, thereby
allowing images to be discarded due to defects caused by
astigmatism, drift, charging or even signal loss. Vargas et al.
[64] added to this idea by creating FASTDEF, a method
to very quickly estimate the contrast transfer function (CTF)
of an image, taking between 11 and 20 s per image.
Recently, Zhang [65] has pushed this limit further by devel-
oping GCTF, which is able to generate CTF estimates for
micrographs within fractions of a second, thanks to GPU
acceleration and a quick one-dimensional search plus two-
dimensional refinement protocol. In the Appion pipeline,
the cross-correlation coefficient (CC) between the CTF esti-
mated for the image and a 1-D radially averaged power
spectrum is automatically calculated [66] and was used by
Campbell et al. [3] to select the optimal micrographs for
further analysis. This kind of information could potentially
be fed back into the automation software to improve focus-
ing, astigmatism and to deduce areas of the grid which
could potentially provide the highest spatial resolution
images, while the grid is in the microscope. Similarly, a
history of the CTF value and its calculated figure of merit,
the quality and quantity of particles selected, as well as
selected image target locations can be used to counteract
situations of persistent unsupervised automation errors such
as focusing and targeting failure. Automation software
should also be capable of monitoring physical conditions,
such as room temperature or vacuum status. This is espe-
cially important when using automation, as the user is
no longer physically present and needs to be alerted to pro-
blems when they arise. Brunner and Resch [67] have devel-
oped software called MoniTEM that monitors the
microscope and network status, and messages users if pro-
blems occur. Fellmann et al. [68] devised a temperature moni-
toring system tailored for EM facilities. The latest FEI Titan
Krios microscopes are also provided with a health and moni-
toring system. Integration of these physical condition moni-
tors with automation software could aid in reproducibility
and reduce downtime during collection and may also be used
to identify issues that limit image quality. Finally, the even-
tual aim of EM automation will be to make the entire process
from grid preparation to 3D structure determination fully
automated, in a similar fashion to the automated pipelines

developed for protein crystallography [69,70]. Automated
data processing is already becoming a reality with software
that can acquire EM images and process them into electron
density maps semi-automatically, such as Appion [54],
EMAN2 [71] and Relion [72]. Work is also underway to
develop automation in other parts of the EM pipeline [62],
perhaps most urgently in the preparation of grids [33,73].
With commercial companies such as FEI, Gatan, JEOL and
TVIPS also actively developing automation software at the
same time as academic developers, we anticipate that auto-
mation methods will continue to mature rapidly and ultim-
ately provide a high-throughput single particle EM pipeline
readily available to the entire scientific community.
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