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Abstract

Stimuli from multiple sensory organs can be integrated into a coherent representation through 

multiple phases of multisensory processing; this phenomenon is called multisensory integration. 

Multisensory integration can interact with attention. Here, we propose a framework in which 

attention modulates multisensory processing in both endogenous (goal-driven) and exogenous 

(stimulus-driven) ways. Moreover, multisensory integration exerts not only bottom-up but also 

top-down control over attention. Specifically, we propose the following: (1) endogenous 

attentional selectivity acts on multiple levels of multisensory processing to determine the extent to 

which simultaneous stimuli from different modalities can be integrated; (2) integrated 

multisensory events exert top-down control on attentional capture via multisensory search 

templates that are stored in the brain; (3) integrated multisensory events can capture attention 

efficiently, even in quite complex circumstances, due to their increased salience compared to 

unimodal events and can thus improve search accuracy; and (4) within a multisensory object, 

endogenous attention can spread from one modality to another in an exogenous manner.
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1. Introduction

1.1. Multisensory integration

When we look for a friend in a rowdy crowd, it is easier to find our target if that person 

waves his/her arms and shouts loudly. To help us complete this search task more rapidly, 

information from different sensory modalities (i.e., visual: the waving arms; and auditory: 

the shout) not only interacts but also converges into a coherent and meaningful 

representation. These interactions and convergences between individual sensory systems 

have been termed multisensory integration (Lewkowicz and Ghazanfar, 2009; Talsma et al., 

2010). There are two main types of behavioral outcomes of multisensory integration. The 

first type includes the multisensory illusion effects that have been demonstrated to illustrate 

the merging of information across senses, e.g., the ventriloquism effect1 (Hairston et al., 

2003), the McGurk effect (McGurk and MacDonald, 1976), the freezing effect (Vroomen 

and de Gelder, 2000), and the double-flash illusion (Shams et al., 2000). The second type 

includes multisensory performance improvement effects, such as the redundant signals 

effect (RSE), in which responses to the simultaneous presentation of stimuli from multiple 

sensory systems can be faster and more accurate than responses to the same stimuli 

presented in isolation (Hershenson, 1962; Kinchla, 1974). In this paper, we focus on the 

multisensory performance improvement effects, such as the RSE, that are used to underscore 

the combining of information from separate modalities.

The multisensory integration research field has produced enormous gains in interest and 

popularity since the late 19th century (Stratton, 1897). In the last few decades, many studies 

have used technological advances in neuroimaging and electrophysiology to address where 

and when multisensory integration should be expected. Evidence of multisensory processing 

has been demonstrated in a number of cortical and subcortical human brain areas (see Figure 

1a). The superior colliculus (SC) is part of the midbrain and contains a large number of 

multisensory neurons that play an important role in the integration of information from the 

somatosensory, visual and auditory modalities (Fairhall and Macaluso, 2009; Meredith and 

Stein, 1996; Wallace et al., 1998). The superior temporal sulcus (STS), which is an 

association cortex, mediates multisensory benefits at the level of object recognition (Werner 

and Noppeney, 2010b), especially for biologically relevant stimuli from different modalities; 

such stimuli include speech (Senkowski et al., 2008), faces/voices (Ghazanfar et al., 2005), 

and real-life objects (Beauchamp et al., 2004; Werner and Noppeney, 2010a). Posterior 

parietal regions such as the superior parietal lobule (SPL) and intraparietal sulcus (IPS) can 

mediate behavioral multisensory facilitation effects (Molholm et al., 2006; Werner and 

Noppeney, 2010a) through anticipatory motor control (Krause et al., 2012b). The posterior 

parietal and premotor cortices act at guiding and controlling action in space and are also 

1Terms with the format of bold-italics have been explained in Glossary. See supplementary material.
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important for the integration of neural signals from different sensory modalities (Bremmer et 

al., 2001; Driver and Noesselt, 2008). Prefrontal cortex neurons have been found to 

participate in meaningful cross-modal associations (Fuster et al., 2000). For example, the 

ventrolateral prefrontal cortex (vlPFC) mediates multisensory facilitation of semantic 

categorization (Sugihara et al., 2006; Werner and Noppeney, 2010a). Moreover, integration 

between the senses can influence activity at some of the lowest cortical levels, e.g., the 

primary visual cortex (Martuzzi et al., 2007; Romei et al., 2007), primary auditory cortex 

(Calvert et al., 1997; Van den Brink et al., 2014), and primary somatosensory cortex (Cappe 

and Barone, 2005; Zhou and Fuster, 2000). These presumptive unimodal sensory areas have 

also been suggested to be multisensory (Ghazanfar and Schroeder, 2006).

In addition, multisensory integration has been attributed to anatomical connections between 

different brain areas. On the one hand, connections between sensory-related subcortical 

structures and the corresponding cortical areas play a role in multisensory processing. Such 

connections include those between the medial geniculate nucleus (MGN) and primary 

auditory cortex and between the lateral geniculate nucleus (LGN) and primary visual cortex 

(Noesselt et al., 2010; Van den Brink et al., 2014). Multisensory integration in the SC has 

also been shown to be mediated by cortical inputs (Bishop et al., 2012; Jiang et al., 2001). 

On the other hand, connections between cortical areas can mediate multisensory 

improvements. For example, synchronous auditory stimuli may amplify visual activations 

by increasing the connectivity between low-level visual and auditory areas and improve 

visual perception (Beer et al., 2011; Lewis and Noppeney, 2010; Romei et al., 2009).

The neural areas that are correlated with multisensory integration (especially its 

improvement of behavioral/perceptual outcomes) have been summarized above. Obviously, 

multisensory integration can occur across multiple neural levels (i.e., at subcortical levels, at 

the level of association cortices, and at the lowest cortical levels), which indicates that 

multisensory integration can be modulated by a variety of factors. Previous studies have 

shown that the intensity, temporal coincidence, and spatial coincidence [at least in some 

circumstances; see the review by (Spence, 2013)] of multisensory stimuli are determinants 

of multisensory integration (Meredith et al., 1987; Meredith and Stein, 1986a, b; Stein and 

Meredith, 1993; Stein et al., 1993). Although multisensory integration is typically 

considered an automatic process, it can be affected by top-down factors, such as attention 

(Talsma and Woldorff, 2005).

1.2. Endogenous and exogenous attention

Attention plays a key role in selecting relevant and ruling out irrelevant modalities, spatial 

locations, and task-related objects. Two mechanisms, endogenous and exogenous, are 

involved in this filtering process. Endogenous attention is also called voluntary or goal-

driven attention and involves a more purposeful and effort-intensive orienting process 

(Macaluso, 2010), e.g., orienting to a red table after someone tells you that your friend is at a 

red table. In contrast, exogenous attention, which is also called involuntary or stimulus-
driven attention, can be triggered reflexively by a salient sensory event in the external world 

(Hopfinger and West, 2006), e.g., the colorful clothing of your friend causes him/her to 

stand out.

Tang et al. Page 3

Neurosci Biobehav Rev. Author manuscript; available in PMC 2017 February 01.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



The relationship between endogenous and exogenous attention has been extensively 

explored. In studies of the visual system, endogenous and exogenous attention are generally 

considered to be two distinct attention systems that have different behavioral effects and 

partially unique neural substrates (Berger et al., 2005; Chica et al., 2013; Mysore and 

Knudsen, 2013; Peelen et al., 2004). Unlike endogenous attention, exogenous attention does 

not demand cognitive resources and is less susceptible to interference (Chica and Lupiáñez, 

2009). The effects that are induced by exogenous attention are faster and more transient than 

those induced by endogenous attention (Busse et al., 2008; Jonides and Irwin, 1981; 

Shepherd and Müller, 1989). Neuroimaging studies have revealed that the two mechanisms 

are mediated by a largely common fronto-parietal network (Peelen et al., 2004). However, 

studies have also suggested that endogenous attention is associated with the dorsal attention 

network, which is illustrated in blue in Figure 1b, whereas exogenous attention is associated 

with the ventral attention network (Fox et al., 2006), which is illustrated in red in Figure 1b. 

The ventral attention network is right lateralized and includes the right temporal-parietal 

junction (TPJ), the right ventral frontal cortex (VFC), and parts of middle frontal gyrus 

(MFG) and of the inferior frontal gyrus (IFG). The ventral network is involved in 

involuntary (stimulus-driven) orienting, which directs attention to salient events (Chica et 

al., 2013; Fox et al., 2006). The dorsal attention network is bilateral and includes the SPL, 

IPS, and frontal eye field (FEF) of the prefrontal cortex. The dorsal network is involved in 

voluntary (top-down) orienting, and its activity increases after the presentation of cues that 

indicate where, when, or to what subjects should direct their attention (Corbetta and 

Shulman, 2002). Chica et al. (2013) put forward the hypothesis of “a dorsal frontoparietal 

network in the orienting of both endogenous and exogenous attention, a ventral 

frontoparietal counterpart in reorienting to task-relevant events” (Chica et al., 2013; Corbetta 

et al., 2008). Event-related potential (ERP) studies have shown that endogenous and 

exogenous attention modulate different stages of stimulus processing. Specifically, 

endogenous attention exerts its effects on the N1 (Hopfinger and West, 2006) and P300 

(Chica and Lupiáñez, 2009) components, whereas exogenous attention modulates the P1 

component (Chica and Lupiáñez, 2009; Hopfinger and West, 2006). A previous study, 

however, showed that the amplitude of P1 can be modulated by endogenous attention, while 

that of N1 can be modulated by exogenous attention (Natale et al., 2006).

The relationship between endogenous and exogenous attention has also been considered in 

other models. Studies have suggested that the mechanisms of endogenous and exogenous 

attention constitute two distinct attention systems but that they also draw on the same 

capacity-limited system (Busse et al., 2008). Within this capacity-limited system, the 

mechanisms of endogenous and exogenous attention are not independent; instead, they 

compete with each other for the control over attention (Godijn and Theeuwes, 2002; Yantis, 

1998, 2000; Yantis and Jonides, 1990). The winner of the competition between the 

exogenous and endogenous mechanism takes control of attention and determines where or 

what is to be attended.

Regardless of whether endogenous and exogenous attention are two distinct attentional 

systems or are two modes of a single attention system, the majority of studies in the field 

have at least shown that the two mechanisms differentially modulate stimulus processing. 

Tang et al. Page 4

Neurosci Biobehav Rev. Author manuscript; available in PMC 2017 February 01.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



This finding suggests that endogenous and exogenous attention may also differentially 

modulate multisensory integration.

1.3. Interactions of multisensory integration with endogenous and exogenous attention

Attention enables the selection of stimuli from a multitude of sensory information to help 

the brain integrate useful stimuli from various sensory modalities into coherent cognition 

(Giard and Peronnet, 1999). Conversely, due to its increased salience, an integrated 

multisensory stimulus can capture attention more efficiently in complex contexts (Van der 

Burg et al., 2008b). Recently, investigations of the interplay between multisensory 

integration and attention have blossomed in a spectacular fashion. To date, however, it is 

unclear under what circumstances and through what mechanisms multisensory integration 

and attention interact. Although some studies have demonstrated that multisensory 

integration can occur independently of attention (Bertelson et al., 2000a; Bertelson et al., 

2000b; Spence and Driver, 2000; Vroomen et al., 2001a; Vroomen et al., 2001b), other 

studies have found that attention can modulate multisensory integration (Alsius et al., 2005; 

Alsius et al., 2007; Harrar et al., 2014; Talsma et al., 2007; Talsma and Woldorff, 2005).

To explain the relationship between multisensory integration and attention, multiple 

proposals have been put forth. For example, Talsma et al. (2010) proposed that multisensory 

integration has a stimulus-driven effect on attention but that top-down directed attention also 

influences multisensory processing (Talsma et al., 2010). A review by De Meo et al. (2015) 

proposed that early multisensory integration is independent of top-down attentional control 

(De Meo et al., 2015). The interaction between multisensory integration and attention has 

also been proposed to depend on the level of processing at which the integration occurs 

(Koelewijn et al., 2010). These studies focused primarily on the interaction between top-

down attentional control (referred to here as endogenous attention) and multisensory 

integration. As discussed in section 1.2, however, endogenous and exogenous attention may 

modulate stimulus processing in distinct manners. These two mechanisms might modulate 

multisensory processing differently, as discussed in detail below. Therefore, in this review, 

we describe the interactions between multisensory integration and both endogenous and 

exogenous attention.

Based on reports in the literature, we propose the framework illustrated in Figure 1c, which 

shows that attention modulates multisensory processing in both a goal-driven endogenous 

[illustrated in Figure 1c (1)] and stimulus-driven exogenous [illustrated in Figure 1c (4)] 
manner. Further, multisensory integration exerts both bottom-up [Figure 1c (3)] and top-

down [Figure 1c (2)] control over attention. The following sections discuss the contents of 

the framework in greater detail.

Moreover, we note that the majority of studies of the interaction between multisensory 

integration and endogenous and exogenous attention that are reviewed here used auditory/

visual materials (a few used tactile materials). The framework proposed here may well apply 

to other combinations of sensory modalities (e.g., tactile, smell, taste, or proprioception), but 

such an examination is beyond the scope of the present article.
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2. Effects of endogenous attentional selectivity on multisensory 

performance improvements

In this section, we mainly review studies of the modulation of multisensory performance 

improvements by endogenous, goal-driven selectivity. The term “multisensory performance 

improvements” has been considered in a broad sense here and is used to describe situations 

in which a stimulus from one modality can cause faster, more accurate, and/or more precise 

perception of a stimulus from another different modality. Within the auditory and visual 

modalities, multisensory performance improvements include reports of faster responses to 

visual (Corneil et al., 2002) or auditory (Li et al., 2010) targets, an increase in the perceived 

visual salience (Van der Burg et al., 2008b; Van der Burg et al., 2011), a decrease in the 

visual contrast thresholds (Lippert et al., 2007; Noesselt et al., 2010), and a change in the 

response bias (Odgaard et al., 2003).

According to the literature, endogenous attention can modulate multisensory performance 

improvements through spatial or modality selectivity (see Figure 2). However, studies have 

also suggested that endogenous and exogenous spatial attention do not influence the 

ventriloquism effect (Bertelson et al., 2000a; Bertelson et al., 2000b; Spence and Driver, 

2000; Vroomen et al., 2001a; Vroomen et al., 2001b). Therefore, the modulation of 

endogenous attention on multisensory illusions must be considered carefully.

2.1. Modulation of multisensory performance improvements by the spatial selectivity of 
endogenous attention

Based on task instructions or informative visual central cue stimuli, attention can be focused 

on a spatial location, such as the left or right side of fixation, which is called selective spatial 

attention (Attend to a location, Figure 2 & Table 1). Attention can also be allocated to 

multiple locations, e.g., to both the left and right, which is called divided spatial attention 

(Attend to multiple locations, Figure 2 & Table 1). Previous studies have reported that this 

endogenous attentional selectivity can facilitate responses to unimodal (visual-V or 

auditory-A) signals at the attended (expected) spatial locations compared with the 

unattended (unexpected) locations (Coull and Nobre, 1998; Li et al., 2012; Posner et al., 

1980; Tang et al., 2013). This analogous attention effect (attended vs. unattended) has also 

been found for stimuli from multiple sensory modalities, e.g., the simultaneous presentation 

of auditory and visual stimuli (audiovisual-AV) (Table 1). For example, the amplitude of the 

P1 component elicited by attended audiovisual stimuli is larger than the P1 elicited by 

unattended audiovisual stimuli (Talsma et al., 2007). When spatially-coincident stimuli from 

different modalities are presented simultaneously, the multisensory performance 

improvement that is the outcome of multisensory integration has been demonstrated in 

situations of both selective (Li et al., 2010; Wu et al., 2009) and divided spatial attention (Li 

et al., 2015). The multisensory performance improvement is typically accompanied by brain 

responses to multisensory stimuli that diverge from the summed brain responses to the 

constituent unimodal stimuli (e.g., AV vs. A+V). This nonlinear response is the hallmark of 

multisensory integration (De Meo et al., 2015; Giard and Peronnet, 1999).
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Selective spatial attention has been shown to modulate multisensory nonlinear responses; 

specifically, greater ERP responses to stimuli at attended locations than to those at 

unattended locations have been observed at 280 ms post-stimulus onset over the centro-

medial area (Li et al., 2010), at 100 ms post-stimulus onset over the fronto-central area 

(Talsma and Woldorff, 2005), and even as early as 40 ms in oscillatory gamma-band 

responses (Senkowski et al., 2005). Selective spatial attention can also modulate higher-

level multisensory integration, e.g., the interaction between speaking lips in the visual 

stream and spoken words in the auditory stream (Fairhall and Macaluso, 2009). In the 

functional magnetic resonance imaging (fMRI) study that reported this last result, 

endogenous attention enhanced the activity in cortical and subcortical sites, including the 

STS, striate visual cortex, extrastriate visual cortex and SC only when the simultaneously 

spoken words matched the attended speaking lips.

Further, in many circumstances, spatial attention is required to be distributed across different 

locations (e.g., the left and right sides) and not focused on only one location (see Figure 2: 

Example 3 & 4). In divided spatial attention conditions, the perceptual sensitivity to a visual 

target can be enhanced by audiovisual interactions when a simultaneous auditory signal is 

presented in the spatially congruent/coincident location instead of a spatially incongruent or 

different location (Frassinetti et al., 2002; Gao et al., 2014). Moreover, audiovisual 

interaction can be modulated by spatial congruency via the neural activities over the ventral 

occipito-temporal and superior temporal area starting at 100 ms after the onset of stimuli 

(Teder-Sälejärvi et al., 2005).

The majority of studies have found that endogenous spatial attention can enhance 

multisensory integration (Fairhall and Macaluso, 2009; Talsma and Woldorff, 2005), 

although one study demonstrated the larger benefits of multisensory stimulation on visual 

target detection in the endogenously unattended half of the stimulus display compared with 

the endogenously attended half of the display (Zou et al., 2012). Taken together, the results 

mentioned above provide evidence for the ability of endogenous attentional spatial 

selectivity to modulate multisensory performance improvement based on both low-level 

meaningless stimuli and high-level meaningful stimuli. Further, the endogenous attentional 

modulation effect on multisensory processing is influenced by the spatial or semantic 

congruency.

2.2. Modulation of multisensory performance improvements by the modality selectivity of 
endogenous attention

Attention can be allocated to a specific modality in multisensory streams via instructions or 

goals through the use of the endogenous attentional selectivity mechanism. For example, 

when reading a book in noisy circumstances, people must concentrate on the task-relevant 

modalities, i.e., the book in the visual modality as well as the motion of turning the pages, 

while ignoring task-irrelevant modalities, such as the noise in the auditory modality. Paying 

attention to a specific modality can speed up information processing in low-level cortical 

areas; this effect is also referred to as the prior-entry effect (Vibell et al., 2007).

Recently, behavioral and ERP responses to audiovisual stimuli have been found to be 

increased when subjects pay attention to visual (Wu et al., 2009), auditory (Li et al., 2010), 
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or audiovisual streams (Giard and Peronnet, 1999). However, modality-specific selective 

attention (attending to a modality) and divided-modality attention (attending to multiple 

modalities) differentially modulate multisensory processing (see Table 1: Attend to a 

modality vs. Attend to multiple modalities). The effect of multisensory integration on 

behavioral performance can be attenuated or even eliminated under conditions of modality-

specific selective attention (Mozolic et al., 2008; Wu et al., 2012a). Multisensory facilitation 

of response times and accuracy was also found to be optimal when both auditory and visual 

stimuli were targets (Barutchu et al., 2013). Furthermore, relative to conditions in which 

attention is focused on a single specific modality, when attention is distributed across 

modalities, sensory gating can be modulated (Anderson and Rees, 2011; Talsma et al., 2007) 

such that multisensory integration occurs earlier, e.g., within 100 ms after stimulus onset 

(the P50 component) (Giard and Peronnet, 1999; Talsma et al., 2007). Both early 

multisensory ERP processing (Magnée et al., 2011; Talsma et al., 2007) and multisensory-

related fMRI responses in the superior temporal cortex (Degerman et al., 2007) are enhanced 

when attention is divided across modalities relative to under conditions of modality-selective 

attention.

Although multisensory neural processing enhancements have been found when attention is 

divided across modalities or is focused on a single modality, multisensory neural processing 

enhancements are associated with null (Talsma et al., 2007, attend auditory stimuli task) or 

negative multisensory behavioral performance (Degerman et al., 2007). Specifically, 

multisensory neural processing enhancements were found by Talsma et al. (2007) and 

Degerman et al. (2007). However, in the former study, no significant differences between 

behavioral responses to audiovisual stimuli and behavioral responses to auditory stimuli 

were found when the subjects were attending to the auditory modality. In the latter study, 

behavioral responses to audiovisual stimuli were more accurate when the subjects were 

attending to the visual or auditory modality compared to when they were attending to 

multiple modalities. Moreover, an ERP study showed that multisensory performance 

improvements are associated with reduced neural processing during divided-modality 

compared with modality-selective attention (Mishra and Gazzaley, 2012). These inconsistent 

results are indicative of the differential modulation of multisensory processing by selective- 

and divided-modality attention. However, it is difficult to determine the direction of the link 

between behavioral performance and the underlying multisensory neural activity. 

Differences in the experimental parameters and tasks might be manifested in the different 

underlying neural changes and behavioral consequences. Although neural responses reflect 

brain activity more sensitively than behavioral data, all explanations of the changes in neural 

responses that occur due to experimental differences should be based on behavioral 

performance (Cappe et al., 2010; Van der Burg et al., 2011).

Endogenous attention influences multisensory performance improvements at multiple stages 

through selectivity that is based on spatial location or modality. The monitoring of two 

locations or modalities has been found to cost more than the monitoring of a specific 

location or modality, and this cost is correlated with more intense activity in the fronto-

parietal region or in the superior temporal cortex when attention is divided between 

locations or modalities (Degerman et al., 2007; Santangelo et al., 2010). In addition, the 

behavioral costs of monitoring multiple modalities at two locations are smaller than those of 
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monitoring multiple modalities at a single location, and this difference has been associated 

with increased activity in the left and right precuneus (Santangelo et al., 2010). These results 

suggest that the two types of attentional selectivity are not independent; attending to 

multiple locations or focusing on a single location interplays with attending to multiple 

modalities or focusing on a single modality. An ERP study suggested that drawing attention 

to sensory modalities instead of to spatial locations might more readily speed-up information 

processing (Vibell et al., 2007). Therefore, the differential modulation of multisensory 

integration by modality or spatial location selectivity is worthy of further investigation in the 

future.

Additionally, interactions between multisensory integration and endogenous top-down 

attentional control are affected by the semantic congruence of multisensory stimuli, although 

the semantic congruence of multisensory stimuli does not directly modulate early 

multisensory processing (Fort et al., 2002; Molholm et al., 2004; Yuval-Greenberg and 

Deouell, 2007). Studies have suggested that changing the proportion of congruent trials will 

result in shifts in attentional control and will thus indirectly modulate the outcome of 

multisensory integration (Sarmiento et al., 2012). This indirect modulation effect has also 

been demonstrated when the spread of attention across modalities, space and time was 

investigated (Busse et al., 2005; Donohue et al., 2011; Fiebelkorn et al., 2010), as discussed 

in section 5.

In this section, we review studies of interactions between endogenous attentional selectivity 

and multisensory performance improvements. The majority of the results support the 

hypothesis that behavioral or neural responses to multisensory stimuli are facilitated when 

the stimuli are presented in endogenously attended locations or modalities compared with 

unattended ones. With respect to the interaction between exogenous attention and 

multisensory integration, however, a reduced multisensory performance improvement was 

observed when audiovisual targets were exogenously attended (Van der Stoep et al., 2015). 

Van der Stoep et al. (2015, Experiment 1) adopted a left/right/central sound as an exogenous 

cue to trigger spatial orienting attention. The cue was then followed by a visual (V), auditory 

(A), or audiovisual (AV) target after a randomly determined short inter-stimulus interval 

(ISI: 200–250 ms). Participants were asked to detect the V/A/AV targets that were presented 

centrally or at the same side (valid condition) or that were presented on the side opposite 

(invalid condition) to the auditory cue. Significantly larger race model violations were 

observed under the invalid condition compared with the valid condition, suggesting that 

multisensory integration is decreased at exogenously attended locations compared with 

exogenously unattended locations. This study verified our hypothesis that both endogenous 

and exogenous attention can influence multisensory processing and that the two attention 

mechanisms might modulate multisensory processing in different ways.

3. Multisensory templates exert top-down control on contingent attentional 

capture

As illustrated in the framework, not only can endogenous attentional selectivity modulate 

multisensory processing; integrated bimodal signals can also influence the allocation of 

attention. As an example, consider a procedure in which a visual target search display is 
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presented following an uninformative exogenous visual spatial cue that is or is not 

accompanied by a tone (Matusz and Eimer, 2011). An audiovisual cue of this type has been 

found to elicit a larger spatial cueing effect than corresponding visual cue, and the 

audiovisual enhancement of attentional capture has been shown to be automatic and 

independent of top-down search goals, such as those related to the search for specific or 

non-specific colors (see Table 2).

Furthermore, attentional capture has been suggested to be contingent on the attentional 

control settings that are induced by the demands of the task (Folk et al., 1992). For example, 

in a typical visual contingent capture paradigm, subjects are instructed to respond to a red 

square that has been defined as the target; before a search array containing the target is 

presented, a spatially uninformative red or blue singleton cue is presented. Under these 

conditions, responses to red targets that appeared at the same location as the cue are faster 

than those to targets that appeared at the opposite location but only when the cue was the red 

singleton and not when the cue was the blue one; this phenomenon is referred to as the task-

set contingent attentional capture effect. Additionally, the different waveform of the N2pc 

component, which is obtained by subtracting ERPs recorded from electrodes located over 

the posterior area (e.g., PO7/8) ipsilateral to the side of the color singleton cues from the 

corresponding contralateral ERPs, is used to estimate the spatial selection of potential targets 

among distractors (Luck and Hillyard, 1994). A recent ERP study used cues only in the 

visual modality, and the targets were defined as visual color singletons in the visual search 

task or as visual color singletons accompanied by a sound in the audiovisual task (see Figure 

3a). The authors of this study found that the behavioral spatial cueing effect on the visual 

target was smaller than that observed on the audiovisual target (see Figure 3b). Moreover, 

the ERP results revealed that the amplitude of the cue-locked N2pc component during the 

audiovisual search task was smaller than the task-set contingent attentional capture effect 

during the unimodal visual search task (see Figure 3c). This effect may have occurred 

because bimodal attentional templates are involved in the guidance of audiovisual search 

such that the attentional capture ability of the unimodal visual cue is diminished (Matusz 

and Eimer, 2013), which has also been confirmed in a visual-tactile search task (Mast et al., 

2015).

The results of the studies by Matusz & Eimer (2013) and Mast et al. (2015) provide 

evidence that integrated multisensory signals control attentional capture during multisensory 

search in a top-down manner, indicating that multisensory integration influences attention in 

both a stimulus-driven (Talsma et al., 2010) and top-down fashion.

4. Effects of multisensory integration on exogenous attention

It is well known that responses to visual stimuli can be enhanced by simultaneous auditory 

stimuli (Kinchla, 1974), even when the auditory stimuli are task-irrelevant. This so-called 

redundant signals effect or bimodal enhancement effect is a direct reflection of the beneficial 

effects of multisensory integration on behavioral performance. In the visual search 

paradigm, the direct effect of multisensory integration on exogenous attention has been 

investigated using behavioral and neural responses to visual stimuli both with and without 

synchronously presented task-irrelevant tones. Moreover, multisensory integration also acts 
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on the exogenous attention in an indirect manner; this effect can be observed by comparing 

the spatial cueing effect elicited by unimodal cues with that elicited by multisensory cues in 

the exogenous cueing paradigm.

4.1. Multisensory integration acts to generate exogenous orienting of spatial attention

Since 1980, the Posner paradigm has been widely used to study two qualitatively different 

attentional orienting mechanisms; one is endogenous, and the other is exogenous. In the 

classic endogenous cueing paradigm (Posner, 1980), a left- or right-pointing arrow is 

presented centrally as a cue to guide the participant’s attention to the location of the 

subsequently presented target stimulus. When the exogenous orienting mechanism is the 

topic of study, the exogenous cueing paradigm is most often utilized (Posner and Cohen, 

1984; Zhang et al., 2013). In this paradigm, a change in an uninformative singleton that is 

presented on either the left or right side of a peripheral box (e.g., a brightened outline) serves 

as a cue that reflexively summons the participant’s attention. After an ISI, a target stimulus 

appears at either the same (cued condition) or opposite location (uncued condition) of the 

cue. The exogenous spatial cueing effect is estimated as the difference between the mean 

reaction time to the targets presented at the uncued location and the mean reaction time to 

the targets presented at the cued location. This spatial cueing effect can be modulated by 

different cue-target stimulus onset asynchrony (SOA). Responses to targets are facilitated at 

the cued location relative to the uncued location in short-ISI conditions (e.g., shorter than 

150 ms, the facilitation effect), whereas responses to targets are inhibited at the cued 

location relative to the uncued location in long-ISI conditions (e.g., longer than 300 ms; the 

inhibition effect or inhibition of return, i.e., IOR). The time course of the cross-modal cueing 

effect has found to be longer than that of the intermodal case (Tassinari and Campara, 1996). 

As an example, the time course of the IOR effect refers to the SOA in which the IOR effect 

is elicited. The time course of the IOR effect in the cross-modal condition (e.g., visual cue 

but auditory target) is delayed relative to the time course of the IOR effect in the unimodal 

condition (e.g., visual cue and visual target). Specifically, previous studies found a 

significant IOR during cross-modal orienting (visual cue with auditory target) at an SOA of 

1050–1350 ms (Spence et al., 2000) but not at an SOA of 575 ms (Schmitt et al., 2000) or 

650 ms (Yang and Mayer, 2014).

In contrast to the typical visual exogenous cueing procedure, a modified paradigm has been 

used to investigate whether multisensory integration can modulate exogenous orienting 

mechanisms (Table 2). In this version of the paradigm, the presentation of auditory, visual, 

or audiovisual cue stimuli followed by the presentation of the visual target stimuli. If 

multisensory integration can facilitate attentional orienting, then an audiovisual cue is 

expected to elicit a larger spatial cueing effect than a visual or auditory cue. Inconsistent 

with this prediction, the spatial cueing effect that is triggered by multisensory cues has been 

found to be analogous to the cueing effect that is triggered by auditory or visual cues 

(Mahoney et al., 2012; Santangelo et al., 2006). Nevertheless, ERP results have revealed 

evidence of the integration of audiovisual cues: the posterior P1 component that is elicited 

by bimodal signals is larger than the sum of those elicited by the single auditory and visual 

cues (Santangelo et al., 2008b). However, different results are observed when the 

perceptual/attentional load is manipulated. Only the peripheral spatial cueing task is utilized 
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in the no-load condition (Figure 4a, left panel), whereas the rapid serial visual presentation 
(RSVP) task is added during the high-load condition (Figure 4a, right panel) to otherwise 

engage the participant’s resources at the center of the display. Spatial cueing effects of 

comparable magnitudes are elicited by single- and multiple-modality cues in the no-load 

condition (Figure 4b). However, only the multisensory cues trigger significant spatial cueing 

effects during the high-perceptual-load condition (Santangelo et al., 2008a; Santangelo and 

Spence, 2007). Similar results demonstrating that audiovisual cues elicit larger spatial 

cueing effects than visual cues in the high-load condition have also been found when 

participants are asked to complete a visual search task (Matusz and Eimer, 2011) or a 

temporal order judgment (TOJ) task (Barrett and Krumbholz, 2012). A larger cueing effect 

during the high-load condition was also demonstrated when audiotactile cues were 

compared with auditory cues (Ho et al., 2009). The study by Ho et al. (2009, Experiment 2) 

showed that in the no-load condition, a significant spatial cueing effect was elicited by 

auditory, tactile, or audiotactile cues. However, only audiotactile cues triggered a significant 

cueing effect in the high-load condition.

As mentioned previously, multisensory stimuli have been hypothesized to intensify the 

allocation of attention towards the cued location. Support for this hypothesis has been found 

when participants are engaged in other demanding tasks, such as a visual search task. During 

these tasks, audiovisual cues elicit larger cueing effects than unimodal cues do. These results 

could occur because the magnitude of the spatial cueing effect that is elicited by the 

audiovisual cues results from the combination of the spatial cueing effects that are elicited 

by the auditory and visual cue components. Thus, multisensory stimuli, compared to 

unimodal stimuli, can capture attention more intensively in a stimulus-driven fashion 

(Krause et al., 2012a). This finding can also explain why spatially congruent multisensory 

cues can increase the attention effect and are more effective in biasing access to visual 

spatial working memory compared to unimodal visual cues (Botta et al., 2011). All of the 

results that have been described above suggest that multisensory integration acts on the 

process responsible for exogenous orienting of spatial attention.

4.2. Multisensory integration facilitates visual search

A response to a single visual event can be facilitated by a synchronous single auditory event 

through improved perceptual sensitivity (Stein et al., 1996), altered responses bias (Odgaard 

et al., 2003), or temporal attentional capture (Spence and Ngo, 2012). However, every 

moment, our senses are bombarded with huge amounts of sensory information, as described 

in the opening story about finding a friend in a rowdy crowd. Recently, the effects of a 

single tone on the competition between multiple, concurrently presented visual objects in a 

spatial layout have been investigated (Van der Burg et al., 2008b). In this study, participants 

searched for a horizontal or vertical line segment among distractor line segments of various 

orientations that were all continuously changing color. The authors of this study found that 

both the search time and the search slopes were drastically reduced when the target color 

change was accompanied by a spatially uninformative tone relative to a condition in which 

no auditory signal was presented. This audition-driven visual search benefit was called the 

“pip and pop” effect and resulted from multisensory interaction rather than from an increase 

in alertness or top-down temporal cueing (Van der Burg et al., 2008a; Van der Burg et al., 
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2008b). The pip and pop effect was also observed when the target color change was 

accompanied by an uninformative tactile signal (Van der Burg et al., 2009) or an olfactory 

stimulus (Chen et al., 2013). These results suggest that multisensory interaction can aid in 

the resolution of competition between multiple stimuli.

Furthermore, the underlying neural mechanisms of the pip and pop effect, i.e., how sounds 

can affect competition among visual stimuli, have been investigated with 

electrophysiological techniques. In an ERP study (Van der Burg et al., 2011), participants 

were told to search for a horizontal or vertical target line that was presented at a lateral 

location in the lower visual field among distractors, all of which were continuously changing 

orientation (see Figure 4c). The authors of this study observed behavioral search benefits for 

visual targets that were accompanied by synchronous sounds relative to those without 

sounds (see Figure 4d, up), which is the so-called pip and pop phenomenon. Moreover, an 

early interaction between the visual target and the accompanying sound was observed. This 

interaction began at 50 ms post-stimulus onset over the left parieto-occipital cortex and was 

followed by a strong N2pc component, which is indicative of attentional capture (Luck and 

Hillyard, 1994), and a subsequently increased CNSW component, which has been linked to 

visual short-term memory (Klaver et al., 1999). More interestingly, the earliest multisensory 

interaction was correlated with the behavioral pip and pop effect (see Figure 4d, bottom), 

indicating that participants with strong early multisensory interactions benefited the most 

from the synchronized auditory signal. These findings are consistent with the notions that 

the behavioral benefit results from increased sensitivity (Staufenbiel et al., 2011) and that 

auditory signals can enhance visual processing within early, low-level visual cortex (Romei 

et al., 2009; Romei et al., 2007), i.e., an auditory signal can enhance the neural response to a 

synchronous visual event. Further, multisensory integration of a visual target and a 

simultaneous auditory event enhances orienting to the location of the visual target and 

suppresses orienting to the locations of visual distractors (Pluta et al., 2011). These results 

provide evidence that multisensory integration affects the facilitation of search efficiency. 

This hypothesis is consistent with previous studies in which the audiovisual ventriloquism 

effect occurred prior to exogenous orienting (Vroomen et al., 2001b) such that attention was 

attracted toward the illusory location of the ventriloquized sound (Spence and Driver, 2000; 

Vroomen et al., 2001a). However, an alternative account has been proposed in which, rather 

than performance improvements being mediated by multisensory interaction processing, the 

presentation of any synchronous cue can facilitate a participant’s visual target identification 

performance as long as the signal results in the target being perceived as an “oddball” 

among distractor stimuli (Ngo and Spence, 2010a; Ngo and Spence, 2012). Therefore, 

studies are needed to further elucidate the underlying mechanisms of the influences of 

multisensory interaction on visual search.

The pip and pop effect is modulated not only by stimulus-driven properties, e.g., the 

transience of signals (Van der Burg et al., 2010b), but also by top-down effects, such as the 

temporal expectations that are triggered by rhythmic events (Kosem and van Wassenhove, 

2012) or a spatial hint concerning the location of a visual target that is provided by 

temporally synchronous auditory and vibrotactile cues (Ngo and Spence, 2010b). 

Multisensory integration can take place pre-attentively; this type of integration occurs during 
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early multisensory interactions between visual distractors and synchronized sound (Van der 

Burg et al., 2011). The pip and pop effect occurs automatically as long as the spatial 

attention that is modulated by top-down control is divided across the visual field (Theeuwes, 

2010; Van der Burg et al., 2012). In addition, attention to at least one modality has been 

found to be necessary to speed-up the processing of multisensory stimuli (Van der Burg et 

al., 2010a).

Generally, multisensory interactions can modulate exogenous/involuntary attention in either 

a direct manner (e.g., a visual search task with or without a tone) or an indirect manner (e.g., 

a unimodal or multisensory cue followed by target stimuli). As described in the previously 

mentioned studies, in contrast to unimodal cues, multisensory cues can attract attention 

involuntarily, even under conditions of high perceptual/attentional loads (Santangelo et al., 

2008a; Santangelo and Spence, 2007) as well as in the visual search task conditions (Matusz 

and Eimer, 2011). In addition, multisensory interactions can act to increase visual search 

efficiency (Van der Burg et al., 2008b; Van der Burg et al., 2011). Further, one study used a 

visual search task followed by a visual or audiovisual cue to trigger exogenous spatial 

attention and found that, relative to the visual cue, the audiovisual cue triggered a greater 

spatial cueing effect; this effect suggests that multisensory interactions more efficiently 

modulate attentional capture. However, this finding seems to contradict previous findings 

that the spatial cueing effect that is elicited by visual cues is analogous to that elicited by 

audiovisual cues (Santangelo et al., 2006, 2008b). These contradictory results can be 

accounted for by the experimental context, i.e., whether distractor interference was designed 

to potentially compete with the target for the participants’ attention. According to the theory 

of perceptual load (Lavie, 2005), compared to no- or low-load conditions, high-attentional/

perceptual-load conditions are required to fully engage all attentional resources in the task. 

Thus, in simple contexts, a similar shift of exogenous spatial attention or an analogous 

spatial cueing effect can be triggered regardless of cue type, whereas in more demanding 

contexts, such as those in which the target is presented in high-load conditions or among 

distractors, only the more salient or effective multisensory signals can trigger visual target 

processing enhancements relative to unimodal signals.

5. Cross-modal spread of attention within a multisensory object

Within the visual modality, attention has been suggested to spread across different parts of a 

visual object (Blaser et al., 2000; Egly et al., 1994). Whether attention spreads across 

modalities has been investigated (Busse et al., 2005). As shown in the illustration in the left 

of Figure 5a, participants were asked to pay attention to the right visual event while ignoring 

the left visual event and all of the center auditory events. By subtracting the ERP responses 

to only the visual event from the ERP responses to the audiovisual events (i.e., AV-V), the 

auditory component could be extracted from the responses to a multisensory object in visual 

attended or unattended conditions. Relative to the unattended condition, late sustained (220–

700 ms) activity was observed in response to the central sound over frontal areas in the 

attended visual stimulus condition. Corresponding fMRI data also showed an attention 

effect, i.e., enhanced activity in the auditory cortex when the visual stimulus was attended 

relative to when it was unattended. These results indicate that attention can spread from an 
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attended visual event to an ignored simultaneous sound; this phenomenon is called the cross-

modal spread of attention.

Here, the distinction between the cross-modal spread of attention and cross-modal spatial 

linking should be noted. The latter occurs when an ignored auditory stimulus appears at a 

visually cued location (Driver and Spence, 1998). However, the ignored auditory stimulus 

and the attended visual stimulus are presented asynchronously; thus, they can be considered 

to be two distinct objects. In contrast, the cross-modal spread of attention occurs within a 

multisensory object. A multisensory object refers to a single unified percept that is formed 

when stimuli from different sensory modalities are presented simultaneously. In other 

words, the peripheral visual stimuli and the center auditory stimuli are presented 

simultaneously or nearly simultaneously [i.e., the interval between the two stimuli is 

difficult to perceive, such as an interval of 100 ms, see (Donohue et al., 2011)] such that the 

visual and auditory stimuli can be integrated into a unified percept (Figure 6). Within the 

formed multisensory object, attention to the visual component can spread across locations 

and modalities to the auditory component in an automatic or exogenous manner.

Furthermore, the dual mechanisms are contained during the cross-modal spread of attention 

(Fiebelkorn et al., 2010). On one hand, stimulus-driven spread of attention occurs whenever 

an ignored tone appears simultaneously or nearly simultaneously with an attended visual 

stimulus. This spread of attention is correlated with the activity of the visual and auditory 

cortices (Busse et al., 2005) and constrained by the temporal and spatial link between the 

multisensory stimuli. Specifically, temporal linking and the spreading of attention occur 

only when the auditory and visual stimuli are judged to be simultaneous, whereas, more 

strictly, spatial linking (like the ventriloquism effect) occurs only when the two stimuli are 

actually presented simultaneously (Donohue et al., 2011) (see Figure 5b). These results are 

consistent with the notion that both temporal and spatial parameters are critical in the 

perception of real-world objects (Slutsky and Recanzone, 2001). On the other hand, 

representation-driven spread of attention occurs when there is an object-related congruency 

between relevant visual stimuli and irrelevant auditory stimuli, such as visual presentation of 

the letter “A” or “X” that is accompanied by the sound of a letter “A” being spoken (Zimmer 

et al., 2010a; Zimmer et al., 2010b) or the presentation of a picture of a dog/guitar that is 

accompanied by the sound of barking (Fiebelkorn et al., 2010). The representation-driven 

spread of attention is modulated by higher cognitive processes, e.g., congruency or other 

learned associations. The anterior cingulate cortex (ACC) is known to be involved in 

conflict resolution (Van Veen and Carter, 2005; Weissman et al., 2003). Thus, in addition to 

the visual and auditory cortices, the ACC, which is correlated with congruency processes, 

participates in representation-driven spread of attention. There are no consistent conclusions 

regarding whether a congruent sound or an incongruent sound with a task-relevant visual 

stimulus can trigger a greater spread of attention. For example, Zimmer et al. (2010) 

proposed that an incongruent sound is a stronger distraction than a congruent one and 

captures attention more intensively. However, the cross-modal spread of attention has also 

been demonstrated to occur only when a task-irrelevant sound is semantically congruent 

with a visual stimulus (Molholm et al., 2007). Thus, the details of the representation-driven 

spread of attention deserve further study.
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To date, in studies of the cross-modal spread of attention, attention has been entirely 

triggered in a pattern of endogenous selectivity (see the blue box in Figure 2). However, the 

cross-modal spread of attention is thought to be an exogenously driven, automatic process. 

The task-relevant visual stimulus and the synchronous task-irrelevant auditory stimulus can 

be integrated into a coherent multisensory object in a process that is attributable to 

endogenous attentional selectivity. Within a multisensory object, attention can spread 

automatically across modalities. Finally, the task-irrelevant auditory stimulus that was 

unattended becomes attended (see Figure 6). Thus, it is difficult to determine whether 

multisensory integration interacts with either endogenous or exogenous attention because 

the two attention mechanisms interact with each other during the cross-modal spread of 

attention. After acknowledging the limitations associated with this issue, we cannot help but 

ask whether attention that is triggered in an exogenous manner can spread across modalities 

and locations. If so, the entire process of the cross-modal spread of attention might be 

considered a completely exogenous or involuntary process. Moreover, ERP data have 

revealed that the cross-modal spread of attention occurs during late-stage processing, e.g., 

220 ms post-stimulus onset, which is consistent with the modulation of late-stage stimulus 

processing by sustained endogenous attention (P300 component, Chica and Lupianez, 2009). 

However, transient exogenous attention has been found to mediate early-stage stimulus 

processing (P1 component, Chica and Lupianez, 2009; N1 component, Natale et al., 2006; 

see also the review by Chica et al., 2013). If the cross-modal spreads of endogenous and 

exogenous attention were both controlled in the same experimental setting and the spread of 

each was compared, it might be possible to determine whether multisensory processes are 

differentially modulated by endogenous and exogenous attention. This question needs to be 

further investigated.

6. Concluding remarks and future directions

In this review, we proposed a comprehensive framework for the interactions of multisensory 

integration with endogenous and exogenous attention. The effects of exogenous and 

endogenous attention on multisensory integration as well as the adverse effects have been 

summarized to illustrate the interactions from multiple perspectives. Specifically, 

endogenous attentional selectivity acts on multiple levels of multisensory processing and 

determines the extent to which simultaneous stimuli from different modalities can be 

integrated. Integrated multisensory events, which have greater salience compared with 

unimodal signals, capture attention effectively, and improve search accuracy even in quite 

complex circumstances. Additionally, multisensory templates that are stored in the brain 

exert top-down control over attentional capture. Endogenous attention can spread from a 

component in one modality to another modality within a multisensory object in an 

exogenous manner. In summary, the novel points proposed in this review article are as 

follows. (I) Attention modulates multisensory processing in both goal-driven endogenous 

and stimulus-driven exogenous patterns. Endogenous and exogenous attention differentially 

but mutually modulate multisensory processing. (II) Multisensory integration exerts bottom-

up and top-down control over attention.

Frameworks for the interactions between attention and multisensory integration have been 

proposed; however, a few unresolved questions are worthy of investigation. For example, 
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what key stimulus properties are necessary to link multisensory processing and attention? 

Can we use noninvasive techniques, such as transcranial magnetic stimulation (TMS), to 

determine the circumstances under which multisensory integration interacts with exogenous 

or endogenous attention? By utilizing the known effects of brain damage and the cognitive 

symptoms of patients, can we dissociate multisensory integration from attentional effects? 

Finally, although exogenous and endogenous attention have been reported to result from two 

independent attentional systems, some common neural substrates are shared between these 

systems. Thus, it will be worthwhile to control the two types of orienting attention within the 

same paradigm to clarify whether multisensory integration differentially interacts with 

exogenous and endogenous attention.
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Endogenous attentional selectivity modulates multisensory performance improvements

Multisensory templates exert top-down control on contingent attentional capture

Multisensory integration acts to generate exogenous orienting of spatial attention

Multisensory integration facilitates search efficiency

Cross-modal spread of attention can occur in a multisensory object
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Figure 1. 
(a) Multisensory cortical regions (green) that are involved in multisensory integration. SPL 

= superior parietal lobule; IPS = intraparietal sulcus; STS = superior temporal sulcus; vlPFC 

= ventrolateral prefrontal cortex; PMC = premotor cortex. (b) Brain areas that are correlated 

with endogenous and exogenous attention. SPL = superior parietal lobule; IPS = 

intraparietal sulcus; FEF = frontal eye field; TPJ = temporal-parietal junction; VFC = ventral 

frontal cortex. Endogenous attention is associated with the dorsal attention network (blue), 

while exogenous attention is associated with the ventral attention network (red) (Fox et al., 
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2006). The dorsal attention network is bilateral. It is involved in voluntary (top-down) 

orienting and exhibits increases in activity after the presentation of cues that indicate where, 

when, or to what subjects should direct their attention. The ventral attention network is right 

lateralized. It is involved in involuntary (stimulus-driven) orienting and exhibits increases in 

activity after the presentation of salient targets, particularly when they appear in unexpected 

locations (Chica et al., 2013; Fox et al., 2006). (c) A framework for the interactions of 

multisensory integration with endogenous and exogenous attention. External stimuli from 

sensory organs can be integrated at multiple multisensory processing levels (Giard and 

Peronnet, 1999; Talsma and Woldorff, 2005). Multisensory integration is elicited as a 

consequence of the multiple phases of multisensory processing. Although these multisensory 

processes are thought to be automatic, attention influences not only unimodal processing but 

also multisensory processing in both an endogenous and exogenous manner. Endogenous 

attention can modulate multisensory processing via endogenous attentional selectivity [(1) 
Attentional selectivity]. This modulatory effect determines the extent to which 

simultaneously presented stimuli from different modalities can be integrated (see Figure 2 & 

Table 1). Furthermore, the integrated multisensory stimuli can be represented in 

multisensory templates that are stored in the brain. These multisensory templates exert top-

down control over contingent attentional capture [(2) Integrated templates]. Due to their 

increased salience relative to unimodal cues, integrated multisensory cues can influence the 

exogenous orienting of spatial attention even under quite complex circumstances or can 

improve visual search efficiency by increasing target sensitivity [(3) Integrated cues]. 

Finally, endogenous attention can spread from one modality to another in an exogenous 

manner such that the stimuli of the unattended modality come to be “attended” [(4) 
Attentional spread].
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Figure 2. 
Effects of endogenous attentional selectivity on multisensory processing. Endogenous 

attention can modulate multisensory performance improvements through spatial or modality 

selectivity. These two types of attentional selectivity can interact. Here, we list 4 examples 

of attentional selectivity. Example 1, attend to a modality and attend to a location: 

participants are asked to pay attention to a modality-specific stimuli at a specific location, 

e.g., they are asked to attend to the left visual stimuli while ignoring all of the auditory 

stimuli and the right visual stimuli. Consequently, multisensory integration at the attended 
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location is more intensive than that at the unattended location (Fairhall and Macaluso, 2009). 

Although all of the auditory stimuli are ignored, the attention that is directed to the visual 

stimuli at the attended location can spread to auditory stimuli that are simultaneously 

presented at the attended location and even at the central location (Busse et al., 2005). 

Example 2, attend to multiple modalities and attend to a location: participants are asked to 

pay attention to stimuli from multiple modalities that are simultaneously presented at a 

specific location; for example, they are asked to attend to the left visual and auditory stimuli 

while ignoring all of the stimuli that are presented at the unattended location. Multisensory 

integration at the attended location has been found to be more intensive than that at the 

unattended location (Senkowski et al., 2005). Example 3, attend to a modality and attend to 

multiple locations: participants are asked to attend to stimuli in a specific modality at 

multiple locations; for example, they are asked to attend to visual stimuli while ignoring 

auditory stimuli regardless of the location of presentation. Consequently, responses to 

audiovisual stimuli are faster than those to visual stimuli, even though the participants are 

instructed to ignore the auditory stimuli (Santangelo et al., 2010). Example 4, attend to 

multiple modalities and attend to multiple locations: participants are asked to attend to 

stimuli in multiple modalities and at multiple locations; for example, they are asked to attend 

to both visual and auditory stimuli regardless of the location of presentation. Consequently, 

responses to audiovisual stimuli are faster than those to visual or auditory stimuli (Wu et al., 

2012b). Notes: The stimuli illustrated here are only examples and do not depict the actual 

stimuli used in the previous studies. The tasks and results of the studies that are described in 

each example are listed in Table 1.
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Figure 3. 
Multisensory templates exert top-down control on contingent attentional capture. (a) The 

experiment design of the task and trial sequence. The target and nontarget search displays of 

the two tasks are illustrated. One is the visual task, in which participants were asked to 

discriminate whether the red bar was vertical or horizontal. The other is the audiovisual task, 

in which participants were asked to discriminate between vertical and horizontal red bars 

when they were accompanied by a high-pitched tone (illustrated here as a 2000 Hz tone). 

Thus, the blue bars or low pitches (the nontarget search displays) were to be ignored. Each 
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trial began with the cue array, which was composed of six elements, each consisting of four 

closely aligned dots. One element was a color singleton that matched the target color 

(illustrated here as “red”). The red singleton was presented randomly and with equal 

probability at one of the four lateral locations but never at the top or bottom locations. The 

visual target (the red vertical or horizontal bar) and the visual nontarget (the blue vertical or 

horizontal bar) were presented in the same manner as the cue. In the cued trials, the visual 

target or nontarget was presented at the ipsilateral (same) side as the cued singleton, while in 

the uncued trials, the visual target or nontarget was presented on the contralateral (opposite) 

side. (b) Behavioral results. Spatial cueing effects, which were calculated by subtracting the 

reaction time for the cued targets from that for the uncued targets, were found in both the 

visual and audiovisual tasks. More interestingly, the amplitude of the spatial cueing effect in 

the visual task was larger than that in the audiovisual task. (c) ERP results. The grand 

average ERP measured at the posterior electrodes PO7/8 contralateral and ipsilateral to the 

location of a target-color singleton cue. The difference waveforms that were obtained by 

subtracting the ipsilateral from the contralateral ERPs are illustrated separately for the visual 

(gray) and audiovisual tasks (green). The N2pc is marked and is an enhanced negativity that 

emerges approximately 200 ms after the onset of the target-color singleton cue. The results 

revealed that the amplitude of the N2pc component was larger in the visual task than in the 

audiovisual task. Adapted with permission from the corresponding author (Matusz and 

Eimer, 2013). Copyright © 2013 Society for Psychophysiological Research.
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Figure 4. 
Effects of multisensory integration on exogenous attention. Multisensory integration acts on 

exogenous attention indirectly or directly. The indirect manner (a) can be observed when the 

exogenous cueing paradigm and an attentional/perceptual load are applied. As illustrated 

here, a non-predictive peripheral cue appears; this cue consists of the presentation of 

auditory stimuli from the two speakers located to the left or right of the monitor, the 

presentation of visual stimuli within the dashed squares on the monitor, or presentation of 

audiovisual stimuli. The target is presented in one of the corners of the display (as indicated 
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by the dashed circles). In the no-load condition (a: left panel), the participants were asked to 

complete a target elevation discrimination task, i.e., to report whether the target appeared at 

the top or bottom of the screen. In the high-load condition (a: right panel), the participants 

were asked to complete not only the target elevation discrimination task but also a center 

RSVP task in which they were required to detect a digit among distractor letters. (b) 
Consequently, in the no-load condition, all types of cues can capture attention and elicit 

significant spatial cueing effects; however, in the high-load condition, only the audiovisual 

cue elicits a significant spatial cueing effect (Santangelo and Spence, 2007). The direct 

manner (c) can be observed when the visual search paradigm is applied. In this paradigm, 

visual search displays were presented in two dashed circles. The distractor lines changed 

orientation, and one of them changed into the target line, i.e., the vertical or horizontal line. 

The participants were asked to discriminate the orientation of the target, i.e., vertical or 

horizontal. The visual target orientation change was accompanied (AV) or not accompanied 

(V) by an irrelevant auditory stimulus. (d) Consequently (Van der Burg et al., 2011), the 

responses in the AV condition were found to be more accurate than those in the V condition, 

and the ERP amplitude elicited in the AV condition differed from the sum of those elicited 

by the unimodal auditory and visual stimuli (A+V). Further, the value of [AV−(A+V)] that 

was calculated during the 50–60 ms post-stimulus epoch was significantly correlated (p<.05) 

with the improvements in behavioral accuracy (AV vs. V). Adapted with permission from 

the corresponding authors (Santangelo and Spence, 2007) [Copyright 2007 by the American 

Psychological Association] and (Van der Burg et al., 2011) [© 2010 Elsevier Inc. All rights 

reserved.]
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Figure 5. 
Temporal and spatial constraints on the cross-modal spread of attention. (a) Experimental 

design and types of stimuli. Visual stimuli were presented in the left or right peripheral 

square, whereas auditory stimuli were presented centrally. The visual target stimulus 

consisted of a checkerboard containing two dots. The attended locations are marked with the 

blue circle. The participants were asked to detect the target stimulus that was presented at 

the attended locations, which is illustrated here as the right side. There were four types of 

stimuli, including a visual stimulus only (V), a visual stimulus simultaneous with an 
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auditory tone (VA), a visual stimulus with a tone delayed by 100 ms (V_100_A) and a 

visual stimulus with a tone delayed by 300 ms (V_300_A). (b) The behavioral and ERP 

results for conditions that correspond to different temporal gaps between the visual and 

auditory stimulus are illustrated. The behavioral simultaneity-judgment task revealed that 

the subjects were much more likely to judge the visual and auditory stimuli as occurring 

simultaneously when the two stimuli were presented simultaneously (VA) or with a 

temporal gap of 100 ms rather than with a temporal gap of 300 ms. Regarding the ERP 

results, the tone responses were extracted by subtracting the response to the visual-only 

stimulus from that for the combination of the visual and auditory stimuli in either the 

attended or unattended location. Differences in the extracted tone responses between the 

attended and unattended locations were found over fronto-central areas using a time window 

of 200–700 ms or 300–800 ms in the VA and V_100_A conditions but not in the V_300_A 

condition. Furthermore, the contra-laterality of the spreading-of-attention effect was 

observed only in the VA condition. Specifically, the mean amplitude of the extracted tone 

(VA-V) response over the fronto-central area during the 200–250 ms time window exhibited 

the interaction between the attended side and the presented location of the visual stimulus. 

Adapted with permission from the corresponding author (Donohue et al., 2011) [Copyright 

© 2011 the authors 0270-6474/11/317982- 09$15.00/0]
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Figure 6. 
Processes of the cross-modal spread of attention within a multisensory object. As illustrated 

here, attention is focused on the visual modality to the right side by endogenous attentional 

selectivity. When the visual and auditory stimuli are presented simultaneously, they are 

processed in a multisensory manner. After low- and high-level multisensory processing, 

these stimuli are integrated into a coherent multisensory object. Within this multisensory 

object, attention can spread from the attended visual stimuli to the ignored auditory stimuli 

across modalities and locations, which occurs automatically. Moreover, the process of 

attentional spread across modalities and space involves dual mechanisms (Fiebelkorn et al., 

2010). One mechanism is the stimulus-driven spread of attention, which is affected by 

spatial or temporal links between the auditory and visual stimuli (Donohue et al., 2011). The 

other mechanism is the representation-driven spread of attention, which is modulated by 

congruency when the multisensory stimuli must be checked in terms of matching or 

congruency (Zimmer et al., 2010a; Zimmer et al., 2010b). After these processing stages, the 

ignored auditory stimulus acquires attention from the attended visual stimuli. This entire 

process consists of endogenous attentional selectivity and the exogenous cross-modal spread 

of attention.
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Table 2

A selection of important results from studies related to the modulation of the spatial cueing effect by 

multisensory integration in the exogenous cueing paradigm

Study Task Cue modality
(SOA/ms)

Target modality
(Exp.)

Effect
size/ms

Mahoney et al., 2012 Detection task AV (400) V 52**

V/A (400) 67**

Barrett & Krumbholz, 2012 Temporal order judgment task AV (200) V/A 42***/25

V/A (200) 44***/25

Matusz & Eimer, 2011 Detection task AV (200) V (Exp. 1) 36***

V (200) 29***

AV (200) V (Exp. 2) 20***

V (200) 11***

Santangelo, Ho, et al., 2008 Discrimination AT (233) V (Exp. 1 No-load) 35***

A (233) 26***

T (233) 31***

AT (233) V (Exp. 1 High-load) 35***

A (233) −5

T (233) 6

Santangelo & Spence, 2007 Discrimination AV (233) V (Exp. 1) 15***

AV (233) V (Exp. 2 No-load) 31***

A (233) 36***

V (233) 23**

AV (233) V (Exp. 2 High-load) 27***

A (233) −10

V (233) −3

Santangelo et al., 2006 Discrimination AV (200/400/600) V (Exp. 1) 21*/5/−20*

A (200/400/600) 13*/14*/9*

V (200/400/600) 16*/19*/4

AV (200/600) V (Exp. 2) 15*/2

A (200/600) 13*/4

V (200/600) 19*/1/

Notes: A-auditory; V-visual; T-tactile; AT-audiotactile; AV-audiovisual; SOA (i.e., stimulus onset asynchrony) represents the time interval from 
the cue onset to the target onset. “Effect size/ms” was obtained by subtracting the mean reaction time at the cued location from that at the uncued 
location. High load indicates paradigms containing dual tasks. The cued location indicates that the target appeared at the same location as the cue, 
while the uncued location indicates that the target appeared at the opposite location from the cue.

*
p<.05,
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**
p<.01,

***
p<.001.
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