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Abstract

During the perinatal period, the brain is highly vulnerable to hypoxia and inflammation, which 

often cause white matter injury and long-term neuronal dysfunction such as motor and cognitive 

deficits or epileptic seizures. We studied the effects of moderate hypoxia (HYPO), mild systemic 

inflammation (INFL), or the combination of both (HYPO+INFL) in mouse somatosensory cortex 

induced during the first postnatal week on network activity and compared it to activity in SHAM 

control animals. By performing in vitro electrophysiological recordings with multi-electrode 

arrays from slices prepared directly after injury (P8–10), one week after injury (P13–16), or in 

young adults (P28–30), we investigated how the neocortical network developed following these 

insults. No significant difference was observed between the four groups in an extracellular 

solution close to physiological conditions. In extracellular 8 mM potassium solution, slices from 

the HYPO, INFL, and HYPO+INFL group were more excitable than SHAM at P8–10 and P13–

16. In these two age groups, the number and frequency of spontaneous epileptiform events were 

significantly increased compared to SHAM. The frequency of epileptiform events was 

significantly reduced by the NMDA antagonist D-APV in HYPO, INFL, and HYPO+INFL, but 

not in SHAM, indicating a contribution of NMDA receptors to this pathophysiological activity. In 

addition, the AMPA/kainate receptor antagonist CNQX suppressed the remaining epileptiform 

activity.

Electrical stimulation evoked prominent epileptiform activity in slices from HYPO, INFL and 

HYPO+INFL animals. Stimulation threshold to elicit epileptiform events was lower in these 

groups than in SHAM. Evoked events spread over larger areas and lasted longer in treated animals 

than in SHAM. In addition, the evoked epileptiform activity was reduced in the older (P28–30) 

group indicating that cortical dysfunction induced by hypoxia and inflammation was transient and 

compensated during early development.
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Introduction

The perinatal period is a critical phase of development during which the brain is highly 

vulnerable to pathophysiological conditions, such as hypoxia or systemic inflammation, and 

can cause long-term neurological disabilities (Volpe, 2001; Back and Miller, 2014). 

Hypoxia during early development commonly leads to epileptic seizures (Garfinkle and 

Shevell, 2011) and these seizures may cause permanent cognitive and neurological deficits 

(Glass et al., 2009; Vesoulis et al., 2014). Besides hypoxia, systemic inflammation during 

early development also causes prominent structural changes such as white matter damage, 

and long-term cognitive and behavioral impairment (Dammann and Leviton, 2004; Glass et 

al., 2008). In addition, pro-inflammatory cytokines have been shown to disrupt not only 

myelination (Favrais et al., 2011), but also spontaneous neuronal activity and programmed 

cell death in the developing cortex (Nimmervoll et al., 2013).

In order to study the consequences of early developmental hypoxia and systemic 

inflammation, different animal models were investigated in the past that mimic these 

pathological events at diverse degrees of severity (Dingley et al., 2006; Salmaso et al., 

2014). However, the effects of mild hypoxia were only rarely investigated (Zehendner et al., 

2013a). We have previously shown that systemic inflammation induces changes in 

spontaneous network activity, which subsequently triggers apoptosis in the neonatal rat 

cerebral cortex in vitro and in vivo (Nimmervoll et al., 2013). Little is known on the effects 

of mild systemic inflammation in combination with moderate hypoxia, although this 

condition is clinically most relevant in preterm human neonates (Glass et al., 2008; Volpe, 

2009). We addressed this question in the rodent somatosensory barrel cortex, which is 

organized into anatomically distinguishable functional layers and columns, thus making it a 

powerful model to investigate spatiotemporal alterations in neocortical activity following 

hypoxia and systemic inflammation (for review, see Feldmeyer et al., 2013).

To unravel the functional consequences of mild hypoxia and moderate systemic 

inflammation on neuronal excitability during early development, we examined the 

spatiotemporal properties of neuronal activity in somatosensory cortex slices using 60-

channel 3D-microelectrode arrays (MEAs) (Sun and Luhmann, 2007). We used 

thalamocortical slices containing the primary somatosensory barrel cortex from mice of 

different ages treated with hypoxia and/or the pro-inflammatory cytokine Interleukin-1β 

(IL-1β) during the first postnatal week. Our results show that IL-1β treatment or moderate 

hypoxia transiently alters the neocortical network properties in young animals during the 

second postnatal week by increasing the firing activity and by inducing spontaneous 

epileptiform activity. These pathophysiological effects were only transient and could no 

longer be observed in one month old mice. Moreover, the combination of both treatments 

did not induce any further dysfunction, indicating that hypoxia and inflammation may act 
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through the same pathways. Our data suggest that similar therapeutic approaches might be 

administered to counteract these injuries.

Materials and Methods

Animal treatments

All experiments were conducted in accordance with the national and European laws for the 

use of animals in research (86 / 609 / EEC) and were approved by the local ethical 

committee. Mice were kept under a 12:12 h light-dark cycle in a temperature-controlled 

room at 22 ± 2 °C. Standard food pellets and tap water were available ad libitum.

Hypoxia and systemic inflammation were performed on male and female C57BL/6 mice 

aged postnatal day (P) 1 to P7. For the induction of a systemic inflammation, animals were 

treated with 10 μl/g of phosphate-buffered saline (PBS) containing 10 μg/kg/injection of 

recombinant mouse Interleukin-1β (IL-1β, R&D Systems, Minneapolis, MN) injected 

intraperitoneally once per day from P1 to P6 as described elsewhere (Favrais et al., 2011). 

SHAM animals were treated in the same way except that they received injections of Ringer 

solution. For the induction of hypoxia, P7 mice were placed in an incubator (Labotect C16, 

Labotect, Göttingen, Germany) and exposed to either hypoxic (37°C, 8% O2, 0.04% CO2) or 

normoxic conditions (37°C, 21% O2, 0.04% CO2) for 50 minutes as previously described 

(Devoto et al., 2013; Dingley et al., 2006). Oxygen was replaced by nitrogen to achieve 8% 

O2, a level that was continuously controlled. Each animal received one out of four different 

treatment combinations: IL-1β and hypoxia (HYPO+INFL, N=21 mice), IL-1β and 

normoxia (INFL, N=41), Ringer-solution and hypoxia (HYPO, N=23), Ringer-solution and 

normoxia (SHAM animals, N=25). After treatments, animals were placed back to their 

mother. To track animal identity, animals of the same litter were marked differently every 

two days on one or several paws with ink.

In vitro experiments were performed on mice aged between P8 and P30. No significant 

difference was found in the body weight of animals between the four experimental 

conditions in the three age groups P8–10, P13–16, and P28–30 (Table 1). All experiments 

and data analyses were performed blinded. After all experiments were finished, the 

treatment of each animal was revealed and data obtained from animals with the same 

treatments were pooled together. The number of animals (N animals) and slices (N slices) 

studied at each age group and from each experimental condition are summarized in Table 1.

Slice preparation and in vitro electrophysiology

Thalamocortical slices including primary somatosensory cortex were prepared as described 

previously (Agmon and Connors, 1991). Animals were anaesthetized with isoflurane and 

decapitated. The brain was rapidly removed and transferred to oxygenated (95% O2 / 5% 

CO2), ice-cold artificial cerebrospinal fluid (ACSF) containing the following compounds (in 

mM): NaCl, 124; KCl, 3; CaCl2, 2; MgCl2, 2; NaHCO3, 26; NaH2PO4, 1.25; glucose, 20 

(pH 7.4). Slices of 300–350 μm thickness were cut in oxygenated, ice-cold ACSF with a 

vibratome (Microm HM 650V, Thermo Scientific, United States) and transferred to an 

incubation chamber containing oxygenated ACSF at room temperature. Slices were briefly 
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examined using a Zeiss Axioskop microscope (Carl Zeiss AG, Germany) and only slices 

with visible barrels in differential interference contrast microscopy were used for subsequent 

recordings. After an incubation period of at least one hour, slices were transferred to a 3D 

60-channel multi-electrode array (MEA; inter-electrode spacing 200 μm, electrode 

impedance 450–650 kOhm, Ayanda Biosystems, Lausanne, Switzerland) on a MEA 1060-

INV-BC interface (Multi Channel Systems [MCS], Reutlingen, Germany), which was 

mounted on an inverted microscope (Olympus, Tokyo, Japan) equipped with a digital 

camera. A picture of the slice on the MEA allowed subsequent identification of the different 

layers and their positions relative to the electrodes. Slices were perfused at a rate of 2–3 

ml/min with the same ACSF solution used for slicing or with ACSF containing 8 mM KCl 

to increase excitability. Experiments were performed at 35°C held constant by a temperature 

control unit (TCO2 and TH01, MCS). Before starting recordings, slices recovered on the 

MEA for at least 15 min, which allowed the establishment of a stable contact between the 

tissue and the electrodes.

Spontaneous activity was recorded simultaneously with all 60 electrodes at a sampling rate 

of 25 kHz for a duration of 10 minutes. For recording of field potentials, a 10 Hz high-pass 

filter of the raw data was applied using the MC_Rack software (MCS). Spike detection was 

performed online by MC_Rack software using a band-pass filtering of the raw electrode 

signal (300–3000 Hz) and a threshold-based detector set to 7 standard deviations of the 

noise level. Monopolar electrical stimulations were performed in a barrel via a single 

microelectrode internal to the MEA. Biphasic voltage pulses of 2×100 μs duration were 

applied via a stimulator unit (STG 2004, MCS). By increasing the stimulation intensities 

from 250 mV to 4 V, we obtained input/output curves by measuring the relative amplitude 

of the evoked field potentials recorded in layer 2/3 of the stimulated cortical column. 

Synaptic fatigue was measured by applying a single train of 100 stimuli at 10 Hz.

For the detection of spontaneous epileptiform events (EEs), band-pass (300–3000 Hz) 

filtered data were analyzed. Cortical bursts were defined as a discharge consisting of at least 

four spikes with an interspike interval (ISI) shorter than 100 ms (Wagenaar et al., 2006). 

Spike datasets from all electrodes were imported into Matlab 7.7 (Mathworks, Natick, MA, 

USA) for analysis using a custom written routine. To be classified as an epileptiform event, 

a burst needed to last more than 200 ms and had to be detected on at least two neighboring 

cortical columns of at least 3 different electrodes monitoring activity in neocortical layers 

2/3, 4, 5 and 6 (Chang et al., 2011).

Pharmacology and compounds

The different antagonists used in this study were bath applied in ACSF containing 8 mM 

KCl. Each compound was applied for at least 12 minutes before recording was started. 2-

amino-5-phosphonopentanoic acid (D-APV, 50 mM, BIOTREND Chemikalien GmbH, 

Cologne, Germany), bicuculline bethiodide (Bic, 10 mM, BIOTREND Chemikalien GmbH, 

Cologne, Germany) stock solutions were prepared in double-distilled water; the stock 

solution of 7-nitro-2,3-dioxo-1,4-dihydroquinoxaline-6-carbonitrile (CNQX, 10 mM, 

BIOTREND Chemikalien GmbH, Cologne, Germany) was prepared in DMSO. Glucose, 

MgCl2.6H2O, KCl and Roti-Histofix, NaCl, NaHCO3 were purchased from Sigma (Sigma 
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Aldrich Chemie GmbH, Steinheim, Germany). CaCl2.2H2O, NaH2PO2.H2O were purchased 

from Merck (Merck KGaA, Darmstadt, Germany).

Histology and immunochemistry

After the electrophysiological experiments, slices were carefully removed from the MEA 

and fixed for at least 24 h in 4% paraformaldehyde solution (Carl Roth GmbH + Co KG, 

Karlsruhe, Germany) at 4°C (pH 7.4). Digital photographs of the cortical slices on the MEA 

were used to align photographs of the Nissl-stained sections to the 60 recording sites. This 

procedure allowed layer-specific identification of each electrode. Slices were washed in 0.1 

M phosphate-buffer (PB, pH 7.4) solution, incubated overnight in 0.1 M PB containing 30% 

sucrose and subsequently washed for 3×20 min in 0.1 M phosphate buffer saline (PBS). 

Slices were Nissl stained or stained against the vesicular glutamate transporter 2 (VGLUT2) 

and DAPI. For Nissl staining, free-floating sections were incubated in 0.5 ml staining 

solution before being mounted on microscope slides. Images were taken with a 20X 

objective at an Olympus IX81 epifluorescence microscope. For VGLUT2 staining, 

overnight staining was performed at 4°C with primary antibodies diluted in 2% bovine 

serum albumin with 0.05% azide and 0.1% triton. Then, slices were washed three times with 

PBS and incubated in DAPI and DyLight488 coupled secondary antibodies diluted in 2% 

bovine serum albumin with 0.05% azide in PBS at RT for 2 h. After washing in PBS, slices 

were mounted on microscope slides.

Statistical analysis

All data are presented as mean ± S.E.M. The number of animals (N) and the number of 

slices (n) in each age group and each experimental condition is given in Table 1. All 

statistical tests were performed using Prism 5 (GraphPad, La Jolla, CA, USA). The effects 

of the different treatments were analyzed by Kruskal-Wallis one-way ANOVA on ranks 

followed by Dunn’s method for posthoc comparisons. Significance was considered at p 

values of p<0.05 (*) and p<0.01 (**).

Results

The conditions of hypoxia and systemic inflammation used in the present work had no 

significant effect on the survival rate of animals (p=0.06666, Kruskal-Wallis ANOVA), 

since some animals from all four groups died during the period of treatments (P1–7). Five 

out of 63 HYPO animals (8%) and six out of 60 HYPO+INFL mice (10%) died during 

exposure to hypoxia. From 42 animals having received systemic inflammation (7%), three 

died during the period of daily administration of IL-1β and one out of 34 SHAM animals 

(3%) receiving saline solution died during the same period. This suggests that the mild 

treatments used in our experiments were not sufficient to induce lethal damage.

To test if hypoxia and/or inflammation altered the activity of neuronal populations we 

recorded neuronal activity in brain slices of primary somatosensory cortex using a 60 

channel multielectrode array (MEA) (Figure 1A). We investigated whether spontaneous 

activity, but also evoked responses to local electrical stimulation in slices from HYPO, 

INFL, and HYPO+INFL animals differ from activity in SHAM animals.
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Spontaneous activity

Hypoxia and inflammation transiently increase spontaneous firing rate—We 

first recorded spontaneous activity to explore whether differences in activity levels and 

patterns would emerge following treatments in absence of stimulation. The ongoing activity 

was composed of isolated action potentials recorded at a given electrode (Figure 1A and B) 

and epileptiform events (EEs), occurring simultaneously at many electrodes (Figure 1C, D 

and E). Spontaneous firing rate in layer (L) 2/3, 4, 5 and 6 of the barrel cortex was recorded 

for ten minutes in slices prepared from animals of the four experimental groups and in the 

three different age groups. In conditions mimicking a physiological extracellular solution 

(ACSF with 3 mM KCl), neurons in L2/3, L4, L5 and L6 displayed spike activity with a 

firing rate independent of the treatment conditions at P8–10 and P13–16 (Figure 1F). In P8–

10 mice, the firing rate was similar between SHAM (0.16 ± 0.06 Hz, n=7 slices), HYPO 

(0.10 ± 0.03 Hz, n=18 slices), INFL (0.09 ± 0.02 Hz, n=8 slices) and HYPO+INFL (0.17 ± 

0.04 Hz, n=11 slices, Figure 1G). Compared to P13–16 SHAM animals (0.22 ± 0.07 Hz, 

n=7 slices), the average firing rate in all cortical layers was lower in INFL animals (0.05 ± 

0.01 Hz, n=7). In slices of the P28–30 group, the average neuronal activity was similar in all 

layers and only few neurons fired action potentials. These results suggest that inflammation 

alone depressed spontaneous firing rates in the P13–16 group.

Since steady state firing rates do not allow assessment of the dynamic abilities of the 

neuronal network, we tested the effects of increasing excitability on spontaneous activity. 

We increased excitability by using ACSF with 8 mM KCl. Despite these conditions, there 

was no change in the SHAM animals at P8–10. For the three other conditions, the firing rate 

increased in this high potassium solution in comparison to 3 mM KCl-ACSF. In SHAM 

animals, the firing rate was stable (0.28 ± 0.09 Hz, n=7), whereas it significantly increased 

by 208% (0.34 ± 0.08 Hz, n=18, p<0.01) in HYPO, 263% (0.48 ± 0.21 Hz, n=9, p<0.05) in 

INFL, and 175% (0.28 ± 0.05 Hz, n=12, p<0.05) in HYPO+INFL slices (Figure 1G). 

Similarly, this increase in firing rates was also present in P13–16 animals in HYPO (164%, 

0.32 ± 0.08 Hz, n=20, p<0.05), INFL (260%, 0.41 ± 0.20 Hz, n=8, p<0.05) and HYPO

+INFL (138%, 0.41 ± 0.09 Hz, n=16, p<0.01), but not in SHAM (38%, 0.25 ± 0.06 Hz, 

n=7). In P28–30 mice, the firing frequency remained stable in every condition. Overall, the 

firing rate increased more drastically in slices from HYPO, INFL and HYPO+INFL 

compared to SHAM after changing from 3 mM to 8 mM KCl-ACSF, suggesting that 

animals with injuries have a hyperexcitable neocortical network (Figure 1G). Interestingly, 

comparing the results of the INFL and HYPO condition with the HYPO+INFL condition 

shows that the changes are not additive, suggesting that similar pathways are activated by 

these two pathophysiological conditions.

Hypoxia and/or inflammation transiently increase spontaneous epileptiform 
activity—In addition to single action potentials, spontaneous EEs were present in slices 

from the 3 age groups of the 4 experimental groups (Table 1 and Figure 2). In 3 mM KCl-

ACSF, synchronous epileptiform activity was observed in slices prepared from animals of 

all four conditions. No difference in the number of slices presenting spontaneous 

epileptiform activity could be observed between the 4 experimental conditions at any age. 

The presence of EEs in several SHAM slices with 3 mM KCl-ACSF might be explained by 
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remaining spontaneous cortical oscillatory waves that normally occur during the first week 

of development (Garaschuk et al., 2000). This activity could still be present is some slices of 

all four treatment groups. The percentage of slices with EEs was ≤50% in all slices at P8–10 

(SHAM: 2/7 slices, HYPO: 8/18 slices, INFL: 3/9 slices, HYPO + INFL: 6/12 slices, Table 

1). The number of slices with EEs increased at P13–16. At this age, 29% of SHAM slices 

showed epileptiform activity (2/7 slices), which was less than in HYPO (11/21 slices, 52%), 

INFL (7/8 slices, 88%), and HYPO+INFL (11/17 slices, 65%; p=0.0246, Kruskal-Wallis 

ANOVA). The percentage of slices with EEs in all conditions in P28–30 slices did not 

exceed 18% (see Table 1).

In recordings performed with 8 mM KCl-ACSF, at P8–10, the number of slices with EEs 

was significantly higher in slices from HYPO (8/18 slices), INFL (3/9 slices) and HYPO

+INFL (8/12 slices) animals compared to SHAM (2/7 slices) animals (p=0.0174, Kruskal-

Wallis ANOVA, Table 1). Similarly, in P13–16 mice, the number of slices with EEs was 

higher for INFL (8/8 slices) and HYPO+INFL (16/17 slices) animals compared to SHAM 

(3/7 slices) animals (p=0.0246, Kruskal-Wallis ANOVA), but not for HYPO (13/21 slices). 

In P28–30 mice, only a limited number of slices (10–30 %) displayed epileptiform activity 

in every condition (see Table 1). These data indicate that animals that experienced mild 

hypoxia, systemic inflammation, or both treatments develop a transient neocortical 

dysfunction involving the same pathways.

Since all experimental groups showed epileptiform activity in our in vitro recording 

conditions, we next investigated whether the frequency of these spontaneous EEs would be 

higher in slices of animals that experienced systemic inflammation, hypoxia, or both 

treatments compared to slices from SHAM animals (Figure 2). In ACSF with 3 mM KCl, 

the number of EEs within a 10 minute recording period did not significantly differ between 

conditions at P8–10 or P13–16 (Figure 2D). At P28–30, the number of EEs was very low 

(<5 EEs per 10 minutes) independent of the condition (Figures 2C, D). The number of EEs 

over a 10 minute period increased in 8 mM KCl-ACSF for INFL, HYPO, and HYPO+INFL 

but not SHAM slices from P8–10 and P13–16 mice (Figure 2). Examples of single EEs for 

each treatment in these recording conditions are shown at ages P8–10, P13–16 and P28–30 

in Figure 2A, 2B and 2C, respectively. In slices from P8–10 animals, spontaneous EEs 

spread over a large number of channels, mainly in L4 and L5 (Figure 2A). In slices from 

INFL, the number of EEs was significantly higher (19.8 ± 6.0 EE/10 min, n=9) than in 

SHAM animals (4.0 ± 2.6 EE/10 min, n=7; p=0.0128, Kruskal-Wallis ANOVA), but not in 

HYPO (10.3 ± 4.5 EE/10 min, n=18) or in HYPO+INFL groups (7.8 ± 2.7 EE/10 min, 

n=12). At P13–16, EEs spread over all cortical layers (Figure 2B). Notably, in animals of 

this age, slices from HYPO (8.3 ± 3.0 EE/10 min, n=21) and HYPO+INFL (8.7 ± 3.0 EE/10 

min, n=17) had a significantly higher frequency of EEs than slices from SHAM (1.4 ± 1.9 

EE/10 min, n=7; p=0.0337, Kruskal-Wallis ANOVA), but not from INFL (5.8 ± 7.3 EE/10 

min, n=8, Figure 2D). In P28–30 mice, EEs were rare and spread only over few electrodes 

and no effect of treatments was found (Figure 2C and D). Statistical differences between 

each group at all ages are summarized in Table 2. Together these results suggest that after 

HYPO and/or INFL there is a transient period during which an increase in excitability 

causes a higher rate of epileptiform bursts.
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Increases in excitability could be due to increased synaptic excitation. We thus tested 

whether pharmacologically reducing excitatory neurotransmission would alter the rate of 

epileptiform bursts. We performed recordings of spontaneous activity in the presence of the 

NMDA receptor antagonist D-APV (50 μM). In SHAM animals of the P8–10 age group, D-

APV reduced the frequency of EEs by 86% (0.6 ± 0.4 EE/10 min, n=7) in comparison to 8 

mM KCl recording solution. Similar reductions in EE frequency were present in slices from 

HYPO (1.9 ± 1.4 EE/10 min, n=18, p<0.01; 81% reduction), INFL (5.22 ± 1.6 EE/10 min, 

n=7, p<0.05; 74% reduction) and HYPO+INFL condition (1.7 ± 1.1 EE/10 min, n=11, 

p<0.01; 79% reduction) (Figure 3B). No difference was observed between the different 

groups in the ability of D-APV to reduce the occurrence of EEs. The application of the 

AMPA/kainate antagonist CNQX (10 μM) together with D-APV blocked most epileptiform 

activity (Figure 3A). In P8–10 SHAM animals, epileptiform activity was maintained at a 

low level by addition of CNQX (0.7 ± 0.6 EE/10 min, n=6, p<0.05), whereas it was reduced 

by 96% (0.5 ± 0.3 EE/10 min, n=11, p<0.01) in HYPO, 98% (0.4 ± 0.3 EE/10 min, n=6, 

p<0.01) in INFL, and 96% (0.4 ± 0.4 EE/10 min, n=10, p<0.01) in HYPO+INFL animals of 

this age group (P8–10, Figure 3B). In animals of the P13–16 age group, EEs frequency 

remained unchanged in D-APV for SHAM (0.3 ± 0.3 EE/10 min, n=7, p>0.05) and INFL 

slices (2.6 ± 1.6 EE/10 min, n=8, p>0.05). However, D-APV significantly decreased EEs 

frequency in HYPO (88%, 1.0 ± 0.4 EE/10 min, n=18, p<0.01) and HYPO+INFL slices 

(84%, 1.4 ± 0.6 EE/10 min, n=15, p<0.01) of the P13–16 age group (Figure 3B). At this age 

group (P13–16), CNQX applied together with D-APV suppressed epileptiform activity in 

SHAM and reduced it further in HYPO to 30% (2.3 ± 1.7 EE/10 min, n=16, p<0.01), in 

INFL to 30% (1.9 ± 1.3 EE/10 min, n=7, p<0.05) and in HYPO+INFL to 38% (3.4 ± 2.2 

EE/10 min, n=13, p<0.05). These results indicate that NMDA and AMPA/kainate glutamate 

receptors play a major role in epileptiform activity of P13–16 animals. In the P28–30 

animals, APV applied alone or together with CNQX equally suppressed all EEs similarly in 

all conditions. In summary, these results indicate that NMDA receptors as well as AMPA/

kainate receptors play a role (Figure 3) in the hyperexcitability of the neocortical network 

treated with hypoxia and/or inflammation.

We next investigated if other mechanisms beyond glutamate contribute to the generation of 

EEs. Bicuculline (Bic) was applied in the bath solution to block GABAA inhibitory inputs 

and see whether inhibitory synapses were altered in treated groups, and whether there were 

differences between the treatments (Kilb et al., 2007). Figure 4A shows typical EEs in a 

slice from a HYPO mouse of the P8–10 age group in absence and presence of Bic. In P8–10 

mice, in Bic the frequency of EEs occurrences was stable in slices of the SHAM group (4.8 

± 2.5 EE/10 min, n=4, p>0.05) as well as in other groups (HYPO: 3.8 ± 0.8 EE/10 min, n=4, 

p>0.05; INFL 5.0 ± 1.9 EE/10 min, n=4, p>0.05; HYPO+INFL: 3.8 ± 1.0 EE/10 min, n=5, 

p>0.05, Figure 4B). In P13–16 mice, Bic induced an increase in the frequency of EEs in 

slices of SHAM group (4.5 ± 1.7 EE/10 min, n=4, p<0.05), but not in the other groups 

(HYPO: 7.7 ± 3.0 EE/10 min, n=6, p>0.05; INFL 5.3 ± 3.0 EE/10 min, n=4, p>0.05; HYPO 

+ INFL: 5.2 ± 2.5 EE/10 min, n=5, p>0.05, Figure 4B). In P28–30 mice, the frequency of 

EEs increased significantly in all conditions (SHAM: 5.0 ± 1.1 EE/10 min, n=4, p<0.01; 

HYPO: 3.8 ± 1.2 EE/10 min, n=6, p<0.01; INFL: 7.8 ± 4.2 EE/10 min, n=4, p<0.01; HYPO 

+ INFL: 4.6 ± 2.3 EE/10 min, n=5, p<0.05; Figure 4B). These data demonstrate that in the 
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P8–10 and P13–16 age group, pharmacological blockade of GABAA receptors does not 

induce a further increase in the expression of pathophysiological activity. Together these 

results show that while Bic affected EE frequency at older ages in all groups, mice from the 

P13–16 group showed a Bic induced increase in EEs frequency only for SHAM, but not 

HYPO, INFL, or HYPO+INFL.

To further characterize the effects of Bic on EEs we compared the properties of EEs after 

Bic application in all conditions. In all age groups, the amplitude of EEs was significantly 

increased in the presence of Bic (Figure 4C). In P8–10 mice, the amplitude of EEs was 

increased threefold when changing from ACSF containing 8 mM KCl (SHAM: 31 ± 6 μV, 

n=7, HYPO: 32 ± 6 μV, n=18, INFL: 37 ± 3 μV, n=9, HYPO+INFL: 35 ± 6 μV, n=12) to 8 

mM KCl ACSF + Bic (SHAM: 120 ± 15 μV, n=4, HYPO: 106 ± 12 μV, n=4, INFL: 108 ± 8 

μV, n=4, HYPO+INFL: 114 ± 7 μV, n=5; p=0.0004, Kruskal-Wallis ANOVA). At P13–16, 

the amplitude of EEs in 8 mM KCl ACSF (SHAM: 28 ± 6 μV, n=7, HYPO: 37 ± 8 μV, 

n=20, INFL: 34 ± 5 μV, n=8, HYPO+INFL: 35 ± 2 μV, n=16) increased fourfold when Bic 

was applied to the solution (SHAM: 148 ± 11 μV, n=4, HYPO: 148 ± 26 μV, n=6, INFL: 

145 ± 17 μV, n=4, HYPO+INFL: 145 ± 16 μV, n=5; p<0.0001, Kruskal-Wallis ANOVA). 

Similarly, at P28–30 the amplitude of EEs was increased fourfold by changing from 8 mM 

KCl ACSF (SHAM: 35 ± 3 μV, n=8, HYPO: 32 ± 3 μV, n=15, INFL: 34 ± 4 μV, n=11, 

HYPO+INFL: 37 ± 4 μV, n=10) to 8 mM KCl ACSF + Bic (SHAM: 157 ± 14 μV, n=4, 

HYPO: 130 ± 12 μV, n=6, INFL: 161 ± 14 μV, n=4, HYPO+INFL: 153 ± 9 μV, n=5; 

p=0.0004, Kruskal-Wallis ANOVA; Figure 4C).

At P8–10, the duration of EEs recorded in 8 mM KCl ACSF alone (SHAM: 148 ± 32 ms, 

n=7, HYPO: 111 ± 51 ms, n=18, INFL: 160 ± 30 ms, n=9, HYPO+INFL: 111 ± 28 ms, 

n=12) increased significantly when Bic was applied (SHAM: 372 ± 60 ms, n=4, HYPO: 352 

± 70 ms, n=4, INFL: 373 ± 62 ms, n=4, HYPO+INFL: 389 ± 99 ms, n=5; p=0.0021, 

Kruskal-Wallis ANOVA; Figure 4D). In P13–16 mice, the duration of EEs significantly 

increased by changing from 8 mm KCl ACSF (SHAM: 184 ± 17 ms, n=7, HYPO: 203 ± 18 

ms, n=20, INFL: 185 ± 14 ms, n=8, HYPO+INFL: 178 ± 11 ms, n=16) to 8 mm KCl ACSF 

+ Bic (SHAM: 332 ± 83 ms, n=4, HYPO: 283 ± 45 ms, n=6, INFL: 317 ± 84 ms, n=4, 

HYPO+INFL: 271 ± 26 ms, n=5; p=0.0175, Kruskal-Wallis ANOVA). At P28–30, the 

duration of EEs recorded in 8 mM KCl ACSF (SHAM: 169 ± 22 ms, n=8, HYPO: 154 ± 14 

ms, n=15, INFL: 196 ± 13 ms, n=11, HYPO+INFL: 218 ± 34 ms, n=10) was also increased 

when Bic was applied (SHAM: 415 ± 102 ms, n=4, HYPO: 366 ± 86 ms, n=6, INFL: 349 ± 

33 ms, n=4, HYPO+INFL: 368 ± 77 ms, n=5; p=0.0032, Kruskal-Wallis ANOVA; Figure 

4D). At all ages, the increase of duration of EEs following application of Bic did not depend 

on the experimental treatment.

EEs induced by Bic spread over a large part of the cortical area. At P8–10, the number of 

electrodes recording synchronous activity in 8 mM KCl ACSF alone (SHAM: 12 ± 2 

electrodes, n=7, HYPO: 18 ± 2 electrodes, n=18, INFL: 18 ± 2 electrodes, n=9, HYPO

+INFL: 18 ± 3 electrodes, n=12) was increased after addition of Bic (SHAM: 27 ± 4 

electrodes, n=4, HYPO: 24 ± 2 electrodes, n=4, INFL: 26 ± 3 electrodes, n=4, HYPO

+INFL: 26 ± 3 electrodes, n=5; p=0.0044, Kruskal-Wallis ANOVA; Figure 4E). At P13–16, 

the number of electrodes recording simultaneously epileptiform events in 8 mM KCl ACSF 
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(SHAM: 12 ± 2 electrodes, n=7, HYPO: 15 ± 2 electrodes, n=20, INFL: 16 ± 2 electrodes, 

n=8, HYPO+INFL: 15 ± 2 electrodes, n=16) was also increased by Bic (SHAM: 25 ± 3 

electrodes, n=4, HYPO: 24 ± 3 electrodes, n=6, INFL: 24 ± 2 electrodes, n=4, HYPO

+INFL: 25 ± 2 electrodes, n=5; p<0.0001, Kruskal-Wallis ANOVA). In P28–30 mice, EEs 

spread only to few electrodes in 8 mM KCl ACSF (SHAM: 3 ± 1 electrodes, n=8, HYPO: 4 

± 1 electrodes, n=15, INFL: 3 ± 1 electrodes, n=11, HYPO+INFL: 3 ± 1 electrodes, n=10) 

and propagated over a larger area when Bic was added (SHAM: 23 ± 2 electrodes, n=4, 

HYPO: 22 ± 3 electrodes, n=6, INFL: 23 ± 2 electrodes, n=4, HYPO+INFL: 20 ± 2 

electrodes, n=5; p=0.0002, Kruskal-Wallis ANOVA; Figure 4E).

Altogether, blocking GABAA receptors affected the properties of EEs in SHAM, HYPO, 

INFL, and HYPO+INFL cortical slices similarly. The amplitude, duration and spreading of 

EEs were increased in all groups in a similar way. However, mice from the P13–16 group 

showed a Bic induced increase in EEs frequency only for SHAM, but not HYPO, INFL, or 

HYPO+INFL. Therefore, the inhibitory circuits involving GABAA receptors seem to be 

transiently impaired by the different treatments.

Evoked activity

Intact evoked synaptic transmission following hypoxia, inflammation or both
—Our recordings of spontaneous activity indicate a higher level of excitability in animals 

treated with hypoxia and systemic inflammation in combination or separately. To investigate 

whether this increased excitability also manifested during evoked activity, we electrically 

stimulated L4 and recorded evoked responses in L2/3. Stimulation of a cortical column led 

to evoked field potentials in the principal and neighboring columns (Figure 5A). Although 

the input/output curves of all conditions showed slight variation with age, they had similar 

half-maximal stimulus amplitudes (Figure 5B). In ACSF with 3 mM KCl at P8–10, the half-

maximum voltage did not vary between conditions (SHAM: 2.1 ± 0.1 V, n=6; HYPO: 2.1 ± 

0.1 V, n=17; INFL: 1.8 ± 0.2 V, n=8; HYPO+INFL: 2.1 ± 0.2 V, n=10, p=0.3942, Kruskal-

Wallis ANOVA). At P13–16, this voltage was lower but did not significantly change 

between groups (SHAM: 1.7 ± 0.1 V, n=7; HYPO: 1.8 ± 0.1 V, n=19; INFL: 1.8 ± 0.1 V, 

n=7; HYPO+INFL: 1.7 ± 0.1 V, n=16; p=0.1155, Kruskal-Wallis ANOVA). These values 

increased in the P28–30 age group and were similar in all experimental groups (SHAM: 2.0 

± 0.1 V, n=10; HYPO: 2.0 ± 0.1 V, n=17; INFL: 2.1 ± 0.2 V, n=11; HYPO+INFL: 2.0 ± 0.1 

V, n=10; Figure 5B).

We additionally measured the amplitude of the evoked field responses in L2/3 of the 

activated cortical column. The results showed high variations between the age groups in the 

trough-to-peak amplitude of the evoked response evoked at a 2 V stimulus intensity (Figure 

5C). At P8–10, the response amplitudes were low, but similar for SHAM, HYPO, INFL, and 

HYPO+INFL animals (SHAM: 273 ± 88 μV, n=5, HYPO: 387 ± 70 μV, n=13; INFL: 267 ± 

59 μV, n=8; HYPO+INFL: 233 ± 66 μV n=11; p=0.6644, Kruskal-Wallis ANOVA). At 

P13–16, the amplitudes were higher than P8–10, but similar between all four conditions 

(SHAM: 762 ± 209 μV, n=6; HYPO: 736 ± 123 μV, n=18; INFL: 872 ± 130 μV, n=5; 

HYPO+INFL: 846 ± 151 μV n=15; p=0.7456, Kruskal-Wallis ANOVA). At P28–30, 

response amplitudes were also similar in the four groups (SHAM: 490 ± 93 μV, n=10; 
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HYPO: 616 ± 112 μV, n=17; INFL: 532 ± 93 μV, n=11; HYPO+INFL: 621 ± 132 μV n=10; 

p=0.9257, Kruskal-Wallis ANOVA). These data indicate that on a macroscopic level the 

synaptic connection between L4 and L2/3 at a given age is not impaired by the different 

experimental treatments.

Hypoxia and/or inflammation does not alter short-term synaptic plasticity—To 

investigate whether brain injury close to birth impairs short-term synaptic plasticity in our 

model, we investigated the paired-pulse ratio (PPR) while varying the time interval between 

both stimuli (10 to 200 ms). At P8–10, the amplitudes of the responses were similar for both 

stimuli for each of the four conditions and for each interval (Figure 6A). At P13–16, the 

PPRs were also similar between all groups, but the PPR for the 10 ms interval was lower 

than at P8–10 (SHAM: 0.66 ± 0.04, n=5; HYPO: 0.54 ± 0.05, n=13; INFL: 0.63 ± 0.04, 

n=8; HYPO+INFL: 0.49 ± 0.07 n=11, p=0.11, Kruskal-Wallis ANOVA; Figure 6B). At 

P28–30 again, no difference was observed between the PPRs for all treatment groups. 

Furthermore, synaptic fatigue investigated by repetitive stimulation was not changed by 

treatment with hypoxia, inflammation or both (Figure 6C). The average amplitude of the last 

5 stimuli was similar in all groups (SHAM: 48 ± 12 μV; HYPO: 57 ± 18 μV; INFL: 53 ± 12 

μV; HYPO+INFL: 52 ± 11 μV, Figure 6D) suggesting no differences in presynaptic release 

properties.

Hypoxia and inflammation facilitate the propagation of evoked epileptiform 
activity—As our results showed that animals with mild systemic inflammation, hypoxia, or 

both display spontaneous epileptiform activity in vitro, we further investigated the 

functional properties of the cortical network in thalamocortical slices. The evoked EEs were 

mostly characterized by longer durations than spontaneous events and spread from the 

stimulation site over one or several columns, in some cases they propagated over the whole 

cortical area covered by the MEA.

If slices from HYPO, INFL and HYPO+INFL are more excitable, then epileptiform activity 

should be evoked by stimuli lower than from SHAM. We therefore investigated whether 

evoked EEs had different properties depending on the treatment administered to the mice. 

The maximum stimulation voltage used in this study (4 V) was sufficient to induce 

epileptiform events (EEs) in nearly all slices prepared from the treated animals at P8–10 

(HYPO: 76% slices with evoked EEs; INFL: 87%; HYPO+INFL: 75%), except for four out 

of seven slices in the SHAM group (43% slices with EEs) where all stimuli applied failed to 

elicit EEs (Figure 7A). In P28–30 adult mice, only 12–18% of the slices showed evoked 

EEs. This suggests that we could reliably detect threshold values to evoke EEs. While low 

stimulation voltage did not induce epileptiform activity, the stimulus voltage needed to 

initiate an epileptiform response in physiological conditions (ACSF with 3 mM KCl) was 

similar in SHAM (2.8 ± 0.5 V, n=7), HYPO (2.1± 0.3 V, n=17), INFL (2.2 ± 0.4 V, n=9) 

and HYPO+INFL animals (2.7 ± 0.3 V, n=12) of the P8–10 age group (Figure 7B). P13–16 

slices and P28–30 slices also did not show significant differences in the threshold voltages 

eliciting EEs between conditions.

When the recording solution was changed to 8 mM KCl-ACSF, the voltage threshold that 

elicits EEs at P8–10 was significantly lower in HYPO (1.4 ± 0.2 V, n=18) and HYPO+INFL 
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(1.8 ± 0.3 V, n=12) than in SHAM (2.5 ± 0.6 V, n=7; p=0.0194, Kruskal-Wallis ANOVA). 

Similar results were obtained in P13–16 mice, where the voltage threshold necessary to 

elicit EEs was also lower in HYPO (2.0 ± 0.3 V, n=19), INFL (1.7 ± 0.5 V, n=8) and HYPO

+INFL animals (1.4 ± 0.2 V, n=16; p=0.0149; Kruskal-Wallis ANOVA) as compared to 

SHAM (2.8 ± 0.6 V, n=7) (Figure 7B). The threshold voltage necessary to evoke 

epileptiform activity did not significantly change between conditions in P28–30 mice 

(Figure 7B). These results suggest that there is a transient period of hyperexcitability during 

which EEs can be evoked by low stimulation after hypoxia, inflammation, or both.

Besides stimulation thresholds we also measured duration of EEs. The duration of evoked 

EEs in ACSF with 3 mM ACSF did not vary between HYPO (234 ± 33 ms), INFL (122.9 ± 

33 ms) and HYPO+INFL (176 ± 37 ms) compared to SHAM (116 ± 52 ms) animals at P8–

10 (Figure 7C). Similarly, the duration of evoked EEs did not differ between groups in P13–

16 or P28–30 animals. In ACSF with 8 mM KCl at P8–10, the duration of evoked EEs was 

significantly longer in slices from INFL (305 ± 67 ms), HYPO (288 ± 80 ms) and HYPO

+INFL (313 ± 63 ms) compared to SHAM (178 ± 80 ms; p=0.0049; Kruskal-Wallis 

ANOVA, Figure 7C). Similarly at P13–16, the duration of evoked EEs in SHAM (123 ± 83 

ms) differed significantly from INFL (232 ± 91 ms; p=0.0279, Kruskal-Wallis ANOVA) but 

not from HYPO (217 ± 101 ms) or HYPO+INFL (272 ± 95 ms; Figure 7). Additionally, 

evoked EEs had similar duration in HYPO, INFL, and HYPO+INFL. No difference in the 

durations of evoked EE was observed between treatments in P28–30 mice. These data 

further indicate that hypoxia and/or inflammation causes a transient hyperexcitability in the 

two younger age groups.

Furthermore we measured the spatial extent of propagation of evoked EEs in HYPO, INFL, 

and HYPO+INFL slices and compared it with the extent of evoked responses in SHAM 

slices. In 3 mM KCl-ACSF, no significant difference was observed between the groups, for 

each age investigated. In 8 mM KCl-ACSF, at P8–10, evoked EEs spread over a 

significantly larger area in HYPO+INFL slices (5.7 ± 0.4 columns, n=12) than in SHAM 

slices (4.0 ± 0.7 columns, n=6; p=0.0482; Kruskal-Wallis ANOVA), but not in HYPO (4.9 ± 

0.4 columns, n=18) or INFL (4.9 ± 0.7 columns, n=9, Figure 7D and Table 2). Similarly in 

P13–16 animals, EEs spread over a smaller area in slices from SHAM group (3.0 ± 0.4 

columns, n=7) than in slices from INFL (4.9 ± 0.5 columns, n=8) and HYPO+INFL (5.1 ± 

0.3 columns, n=16; p=0.0091, Kruskal-Wallis ANOVA) but not than in HYPO (4.2 ± 0.4 

columns, n=21; Figure 7D and Table 2). At P28–30, no effects of the treatments were 

observed on the spreading area of EEs. Indeed, within the very low number of slices with 

evoked epileptiform activity, EEs occurred only locally and did not spread over more than 

two columns (see Figure 2C).

Discussion

In the present work, we used in vitro MEA recording techniques to address the question how 

early moderate hypoxia and systemic inflammation influence neuronal network activity in 

the developing cerebral cortex and how these brain injuries affect the further development of 

the cortical network. The main results can be summarized as follows: (1) Animals with 

hypoxia, systemic inflammation, or both display hyperexcitability with high frequency 
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epileptiform activity, (2) evoked EEs in these three groups occur with lower stimulation 

intensity, last longer, and spread across a larger area than in SHAM animals, (3) the 

combination of both treatments failed to induce a stronger hyperexcitability than hypoxia or 

inflammation alone, (4) NMDA and AMPA/kainate receptor antagonists were both effective 

in reducing epileptiform activity in treated animals, and (5) these pathophysiological 

changes are most prominent at P8–10 and P13–16 and disappear in adult mice. These results 

indicate that early hypoxia and/or inflammation causes a transient period of NMDA- and 

AMPA/kainate dependent hyperexcitability.

Mild treatments allow the investigation of moderate injury evolution

As opposed to more severe treatments used in previous studies (Eklind et al., 2001; Murray 

et al., 2015), the degree of severity of hypoxia and systemic inflammation used in the 

present work was moderate. Mild treatments applied elsewhere still led to brain 

inflammation associated with necrosis in young animals (Brochu et al., 2011), a loss of 

pericytes within the developing cortex in mice (Zehendner et al., 2013b), or to a blood-brain 

barrier breakdown (Zehendner et al., 2013a), but with less severe consequences. Our results 

similarly show that even at a moderate level, hypoxia and inflammation can alter the cortical 

neuronal network even if the consequences of stronger treatments are more striking 

(Salmaso et al., 2014). The mild treatments used here were associated with high survival 

rates. Dohlen et al. (2005) reported a mortality rate of 27% following their protocol for 

hypoxia (4% O2) but 0% when they decreased the hypoxic conditions, which was however 

severe enough to induce brain injury. Similarly, our results show that although treatments 

did not significantly affect the survival rate of animals, they were strong enough to induce 

dysfunction in the cortical network.

Hypoxia and inflammation induce dysfunction of excitatory and inhibitory 
neurotransmission

Hypoxia and inflammation, alone or in combination, induce hyperexcitability of the cortical 

network characterized by a high frequency of spontaneous EEs. The amplitudes of the EEs 

match values from studies in which similar methods were used to discriminate EEs (Chang 

et al., 2011), confirming the validity of our method. The lower stimulation thresholds needed 

to evoke epileptiform activity in all treated animals suggest a more sensitive and thus more 

excitable neuronal network. Our results suggest that the increased excitability after both 

types of pathophysiological events was caused by an increase in NMDA and AMPA/kainate 

receptor dependent glutamatergic neurotransmission. Enhancement of NMDA (Battaglia et 

al., 2013, Telfeian and Connors, 1999) and AMPA (Alefeld et al., 1998) receptors 

neurotransmission are well described causes of epileptogenicity in young animals. The 

AMPA antagonist CNQX applied with D-APV allowed the suppression of virtually all 

events and this confirms that both NMDA and AMPA/kainate receptors are largely 

responsible for the incidence of epileptiform activity as already described independently of 

the treatment (Sun et al., 2004). Interestingly, this enhanced excitatory activity involving 

those types of receptors is not present in adult animals.

We also observed that in all treated groups evoked EEs spread across the slices. Importantly 

at P8–10 and P13–16, the number of cortical columns over which evoked EEs spread is 
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greater in HYPO+INFL animals than in SHAM and individual treatments (see Figure 7 and 

Table 2). The increased spread of electrically evoked EEs likely involves GABAA receptor 

mediated mechanisms, consistent with prior studies (Jimbo and Robinson, 2000). By 

blocking GABAA receptors the frequency of EEs increased in P13–16 SHAM mice, but not 

in injured animals. This suggests that a component of the inhibitory circuitry involving 

GABAA receptors controlling the timing of EEs is already impaired by hypoxia and 

inflammation. However, blocking GABAA receptors similarly increased the duration, 

amplitude, and spreading area of spontaneous EEs. This supports the idea that hypoxia and 

systemic inflammation induces a weakening of another component of inhibitory activity in 

the cortical network controlling the properties of EEs by decreasing the strength of GABAA 

neurotransmission. Thus, hypoxia and systemic inflammation might induce a complex 

rewiring of the network that affects differently diverse component of GABAergic signaling 

(Cossart et al., 2005).

Improvement during neurodevelopment: a neuroprotection mechanism?

We find a low amount of EEs in slices from adult mice (P28–30) indicating that as the brain 

matures, there seems to be a stabilization of excitability to reduce EE occurrence. Multiple 

processes could contribute to such stabilization, e.g. mild hypoxia might prevent the 

degradation of tissue by inducing the transient expression of proteins that protect nerve 

terminals (Manzur et al., 2001) or hypoxia might trigger neuroprotective mechanisms that 

avoid further insults within the brain (Zhang et al., 2006; Baranova et al., 2007). Systemic 

inflammation may also have a similar ability in that it protects against subsequent insults 

caused by hypoxia, probably by enhancing oligodendrocyte progenitors survival (Suryana 

and Jones, 2014).

The disappearance of EEs in adult mice might be the consequence of neuroprotective 

mechanisms that permit a recovery of the brain to a more physiological state during 

development. Interestingly, the weakly impaired inhibitory neurotransmission fully recovers 

in adult mice (see Figure 4). Moreover glutamatergic neurotransmission, which is impaired 

in P8–10 and P13–16 treated animals, also recovers in the adult as no difference is found 

between all groups. Our results are consistent with the existence of a homeostatic regulation 

of excitatory and inhibitory synapses to bring neurons to levels of activity closer to 

physiological values (Galarreta and Hestrin, 1998).

Neuroprotection prevents severe damage from combined treatments

Our mild hypoxia or systemic inflammation induce brain injuries that result in epilepsy 

similar to those seen in preterm newborns that often undergo complications (Glass et al., 

2009). It is a critical point of our results that the combination of both injuries, which causes 

the highest mortality, causes impairments that are not stronger than the individual insults. 

One explanation for the lack of an additive effect is that the cortical outcomes we measure 

are independent of the damages that affect survival. An alternative explanation is that 

hypoxia and inflammation affect similar cellular mechanisms. Hypoxia results in the 

damage of neurons expressing hypoxia inducible 1α (HIF-1α) transcription factor 

responsible for an increase in brain injury (Baranova et al., 2007). Interestingly, the release 

of IL-1β induced by HIF-1α further activates HIF-1α, causing a positive feedback loop, that 
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increases the effect of hypoxia (Kaluz and Van Meir, 2011). Since systemic inflammation 

involves similar cascades of events to mild hypoxia (Zhang et al., 2006), and the latter is 

known to be protective against more severe hypoxia, it is possible that a neuroprotective 

mechanism allowed a partial recovery of the cortical network. In a similar way, mild 

hypoxia following a severe hypoxic event protects against further damage (Rybnikova et al., 

2012). Therefore mechanisms of neuroprotection could be triggered in animals that suffer 

successively inflammation and hypoxia, which are not triggered in animals suffering from 

hypoxia or inflammation only.

Contradictory to our results, Yang et al. (2004) showed that the combination of both 

inflammation and hypoxia increases the neuronal damage caused by single treatments 

separately, but the treatment used in their study was more severe. While we observe 

transient effects in our recordings, preterm newborns that underwent such traumatic events 

have motor and cognitive deficits as they mature to the adult stage (Volpe, 2009). A reason 

for these discrepancies might be that the moderate treatments that we used did not induce 

injuries reaching a critical threshold to become permanent or that our electrophysiological 

MEA recordings are not sensitive to detect subtle network changes that can cause perceptual 

or cognitive dysfunction.

Conclusion

In order to better understand how to prevent the frequent brain injuries caused by hypoxia 

and neuronal inflammation especially for preterm birth, the present work investigates 

conditions of hypoxia and systemic inflammation that mimic mild injuries existing in human 

neonates. Our results show that both mild hypoxia and systemic inflammation, either 

separated or in combination, induce similar hyperexcitability leading to frequent EEs in the 

somatosensory cortex. Our results suggest that these two types of injuries involve similar 

cascades of events. Therefore, we speculate that one therapy could be used to counteract the 

consequences of these injuries.
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Figure 1. Hypoxia and/or systemic inflammation increase the spontaneous firing rate
A) Representative picture of a thalamocortical slice on a MEA prepared from a mouse of the 

P8–10 age group. B) Spike sorting of individual action potentials recorded over a 10 minute 

period from the slice in (A) on each of the 60 electrodes show low activity present in all 

cortical layers and in the hippocampus. Some electrodes could record the activity of more 

than one neuron. C), D), and E) Evolution of the MUA (in Hz) for neurons located in 

cortical layers 2 to 6 during 5 minutes recordings in ACSF with 8 mM KCl in representative 

slices from the P8–10 group (C), the P13–16 group (D), and the P28–30 group (E). For each 

condition, a raster plot shows the MUA on all MEA electrodes located in all layers of the 

Barrel cortex (bottom) with the total spike frequency of all these channels (bin: 1 sec, top). 

Note the peaks of activity corresponding to epileptiform events. Spikes occurring during 

these events were not counted in the spontaneous firing rate. F) Average firing rate per 

layers of the Barrel cortex recorded in thalamocortical slices from mice of P8–10 (left), 13–

16 (middle) and P28–30 age groups (right) treated with all four conditions: SHAM (dark 

grey), HYPO (blue), INFL (red) and HYPO+INFL (green). G) The mean cortical firing rate 

in a ten minute recording period per slice and condition is plotted as box and whisker plots. 
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For each age group, the mean firing rate is plotted for 3 mM (open boxes) and 8 mM (filled 

boxes) KCl ACSF. The numbers of slices recorded per condition are represented on the top 

of the graph.
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Figure 2. Hypoxia and/or systemic inflammation significantly increase spontaneous epileptiform 
activity in slices from P8–10 and P13–16 animals
A), B), and C) Representative MEA recordings of spontaneous epileptiform events 

occurring in the Barrel cortex of thalamocortical slices perfused with ACSF containing 8 

mM KCl from a P8–10 mouse (A), P13–16 mouse (B), and P28–30 mouse (C) for all four 

treatment conditions. For each condition, a 30 s recording on all 60 electrodes is showed 

with epileptiform events occurring (top), the trace on one electrode marked by a dark gray 

square is magnified (middle), and one single epileptiform recorded from this electrode 

marked in light gray is further magnified (bottom). D) The mean frequencies of epileptiform 

events occurrence in a ten minute recording period per slice and condition is plotted as box 

and whisker plots. For each age group, the mean number of occurrence is plotted for 3 mM 

(open boxes) and 8 mM (filled boxes) KCl-ACSF for SHAM (dark grey), HYPO (blue), 

INFL (red) and HYPO+INFL (green). Dunns test: **, p<0.01; *, p<0.05.
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Figure 3. Pharmacological properties of epileptiform events induced by hypoxia and 
inflammation
A) Examples of EEs recorded from a slice prepared from a P13–16 HYPO animal with 

different recording conditions. For each of the recording solutions indicated, 500 ms 

recording traces show the activity recorded by each of the 60 electrodes of the MEA during 

a spontaneously occurring EE. The recording trace on the electrode marked by a grey square 

is magnified below. APV decreases the number of events compared to 8 mM KCl-ACSF 

alone while addition of CNQX suppresses it. B) The mean frequencies of EEs occurrence in 

a ten minute recording period per slice and per condition is plotted as box and whisker plots 

(SHAM, dark grey; HYPO, blue; INFL, red; HYPO+INFL, green). For each age group, the 

mean number of occurrence is plotted for 8 mM KCl ACSF (open boxes), APV alone (light 

filled boxes) or APV and CNQX together (dark filled boxes). Dunns test: **, p<0.01; *, 

p<0.05.
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Figure 4. Bicuculline increase EEs frequency and amplitude in all conditions
Examples of EEs recorded from a slice prepared from a P8–10 HYPO animal in ACSF 

containing 8 mM KCl alone or together with bicuculline. For both recording solutions, 500 

ms recording traces show the activity recorded by each of the 60 electrodes of the MEA 

during a spontaneous EE. The recording trace on the electrode marked by a grey square is 

magnified below. Note the larger spreading of the events with bicuculline, as well as the 

longer duration and higher amplitude. B) The mean frequencies of EEs occurrence in a ten 

minute recording period per slice and per condition is plotted as box and whisker plots 

(SHAM, dark grey; HYPO, blue; INFL, red; HYPO+INFL, green). For each age group, the 

mean number of occurrence is plotted for 8 mM KCl ACSF (open boxes), and 8 mM KCL-

ACSF + Bic (filled boxes). C) Increase of the amplitude, D) duration, and E) number of 

electrodes with synchronous activity of epileptiform events in presence of Bic for each 

condition. Dunns test: **, p<0.01; *, p<0.05.
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Figure 5. Evoked field response is not altered by hypoxia and/or systemic inflammation
A) Example traces of the evoked field potentials recorded by 5 electrodes in the layers 2/3 

and 4 surrounding the electrically stimulated electrode in layer 4 (2 V, channel without 

recording trace) for each age and treatment condition (SHAM, dark grey; HYPO, blue; 

INFL, red; HYPO+INFL, green) in ACSF with 3 mM KCl. The field potentials marked by a 

colored square, corresponding to the layer 2/3 of the stimulated column, were used to 

calculate the input-output curves. B) Input-output curves plotted for all four treatments and 

all three age groups. Slices were stimulated with a monopolar biphasic stimulus in layer 4 

varying between 250 mV and 4 V. The half maximum voltage was similar for all condition 

in each age group. C) Amplitude of the evoked field potentials for each age group and each 

condition in 3 mM KCl-ACSF (open boxes), 8 mM KCl-ACSF (light filled boxes) and 8 

mM KCl-ACSF + 50 μM APV (dark filled boxes). Dunns test: **, p<0.01; *, p<0.05.
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Figure 6. Synaptic activity between L4 and L2/3 is not altered by hypoxia and/or systemic 
inflammation
A) Example traces of the evoked responses in L2/3 to paired-pulse stimulation in L4 (2 V) 

with 25 ms between both stimuli for each age and treatment condition (SHAM, dark grey; 

HYPO, blue; INFL, red; HYPO+INFL, green) recorded in ACSF with 3 mM KCl. B) 
Paired-pulse facilitation measured for each treatment condition in P13–16 mice in ACSF 

with 3 mM KCl. The graphs represent the average PPR obtained from all slices of the 

different ages and treatments at varying interstimulus intervals. C) Example traces of the 

first and last evoked responses in L2/3 to 100 pulses at 10 Hz in L4, recorded in ACSF with 

8 mM KCl. D) Synaptic fatigue recorded for 100 stimuli at 10 Hz (2 V, 8 mM KCl-ACSF). 

The graphs represent the relative amplitude of the evoked responses in slices prepared from 

all treated animals relative to the response to the first stimulus.

Mordel et al. Page 24

Neurobiol Dis. Author manuscript; available in PMC 2017 April 01.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



Figure 7. Increase neuronal excitability in hypoxia and/or IL-1β treated animals
A) Representative 500 ms recordings of the evoked responses to monopolar stimulations in 

the layer 4 at 2 V for each treatment in slices prepared from P8–10 mice (top), P13–16 

(middle), and P28–30 mice (top). The position of the cortical layers is indicated. The 

electrodes used for stimulation and calculation of evoked EEs durations are located above 

the stimulation electrode, marked by the absence of recording, as it was switched off during 

voltage application. B) Average minimum stimulation voltage needed to initiate an 

epileptiform response in each treatment (SHAM, dark grey; HYPO, blue; INFL, red; HYPO

+INFL, green) in 3 mM KCl- (open bars) or 8 mM KCl-ACSF (filled bars). C) Duration of 

the evoked responses recorded in layer 2/3 following a 2.5 V stimulation in layer 4 

presented as box-and-whisker plots representing the median as a solid line with a box to 

indicate the interquartile range; the whiskers represent the 10th and 90th percentiles. D) 
Similar box and whiskers plots representing the median number of barrel columns over 

which the evoked response was propagating following stimulation in layer 4. Dunns test: **, 

p<0.01; *, p<0.05.
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Table 2
Statistical summary of the significant effects induced by the treatments on the different 
parameters investigated

This table gives the type of changes (upward arrow, increase; downward arrow, decrease) and statistical 

significances obtained using Dunn’s method for posthoc comparison between groups of the effects induced by 

the different treatments in comparison to slices from SHAM animals in ACSF with 8 mM KCl for all age 

groups.

SHAM vs P 8–10 P 13–16 P 28–30

% of slices with EEs HYPO * ns ns

INFL * * ns

HYPO+ INFL * * ns

Number of EEs per 10 min HYPO ns * ns

INFL * ns ns

HYPO+ INFL ns * ns

Threshold HYPO * * ns

INFL ns * ns

HYPO+ INFL * * ns

Duration EEs HYPO * ns ns

INFL * * ns

HYPO + INFL ** ns ns

Number of Columns HYPO ns ns ns

INFL ns * ns

HYPO + INFL * ** ns

Dunns test:

*
p<0.05;

**
p<0.01; ns, not significant.
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