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The long-term goal of the Virtual Physiological Human and Digital Patient

projects is to run ’simulations’ of health and disease processes on the virtual

or ’digital’ patient, and use the results to make predictions about real health

and determine the best treatment specifically for an individual. This is

termed ’personalized medicine’, and is intended to be the future of healthcare.

How will people interact and engage with their virtual selves, and how can

virtual models be used to motivate people to actively participate in their

own healthcare? We discuss these questions, and describe our current efforts

to integrate and realistically embody psychobiological models of face-to-face

interaction to enliven and increase engagement of virtual humans in health-

care. Overall, this paper highlights the need for attention to the design of

human–machine interfaces to address patient engagement in healthcare.
1. Introduction
In this paper, we present our perspective on the need for more than just a disem-

bodied avatar to engage individuals in healthcare. We argue that giving an avatar

a simplified nervous system and the ability to convey realistic emotions creates

greater patient engagement and motivation. The paper is set out in several sec-

tions. First, we present a scenario of what a futuristic healthcare interaction

might look like between a patient, a virtual physiological model of the patient

and a virtual healthcare assistant, followed by discussion of how this system

could educate patients about illnesses and motivate behaviour change. We then

present our work to date on a biologically based lifelike model, with details of

how the nervous system is linked to the facial motor systems using brain language

(BL)—a modular simulation framework. We then present two examples—BabyX

and the Auckland Face Simulator (AFS) to illustrate these biologically based

models. This is a perspective paper and does not present new results.
Imagine Peter sees his digital self in a virtual mirror. His digital self is a computer
generated simulation of the current state of his health, updated by real-time infor-
mation from real-time sensors. His digital self represents his ‘Health Avatar’ which
embodies all of his health information and predictive models. Peter can see himself
as if looking in a mirror and then can switch the view to see the underlying tissues
and organs functioning in real time. Also displayed is a virtual healthcare assistant,
Stig, who asks Peter to describe how he feels, and asks Peter to perform certain exer-
cises. The virtual healthcare assistant notes that Peter’s head is tilted downwards, his
eyelids are heavy, and he is speaking more slowly and negatively than usual. Stig
appears concerned and expresses to Peter that he seems a bit low, and it is showing
in his mood and physical health signs. He notes from sensors in Peter’s watch that he
hasn’t been doing much exercise lately and his blood pressure is elevated. Stig knows
that Peter has had previous issues with high cholesterol and hypertension and is pre-
scribed cholesterol lowering medication. The avatar shows Peter on his own virtual
self a visualization of restricted blood flow in arteries on his heart and predicted
change in LDL cholesterol due to the lack of exercise. It also shows Peter the effects
of endorphins released by exercise on his mood. ‘What do you think you could do
to improve this?’ the assistant asks. ‘Well, I have not been taking my medication
lately because I have been feeling well. I should start taking it again. Also I have
been too busy to exercise. I should prioritise that’ Peter responds. The healthcare
assistant smiles with an emphatic ‘yes’, and reminds him that engaging in regular
exercise and taking medication will improve his long-term prognosis. Peter then
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sees himself virtually taking medication and performing exer-
cises, and also sees the predicted lowering of cholesterol in his
arteries and improvements in behavioural manifestations of
mood. The next day when Peter sees his digital mirror, his
healthcare assistant notices his brighter voice and the higher tilt
of his head, and says ‘I am already noticing positive changes in
your physiological signs—if you keep this up in one week you
will begin to see these further improvements’, and Peter’s virtual
self smiles, flushed with virtual endorphins.
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This futuristic scenario illustrates how individuals may be

engaged and empowered to participate in their own health-

care on a daily basis, by interacting on a personal level

with the information and predictive models in the Virtual

Physiological Human (VPH) vision of a Digital Patient (DP)

and ‘health avatar’ [1]. The scenario includes the following

stages: (i) appraisal of current health state, (ii) integration of

new information into existing model of health, (iii) demon-

stration of what is going on, (iv) diagnosis of issue and

possible causes, (v) ownership, (vi) identification of strategies

to improve the current state, (vii) motivation to implement

behaviour, and (viii) visualization of improved health after

behavioural change.

Engaging with the user on both cognitive and affective

levels is critical in this scenario. To create initial engagement

drawing his attention, Peter sees his model mirror and his

movements, but in digital form. The virtual healthcare assist-

ant is highly lifelike and responsive, and friendly, activating a

social response. During the appraisal process, the virtual

assistant senses Peter’s affective state from non-verbal cues

and language choice, and responds empathetically, to meet

Peter at his level during the appraisal interview. To demon-

strate at a personal level, Peter’s richly visualized virtual

self makes use of integrated simulation models to visualize

the physical (and potentially mental) diagnosis produced

by the VPH models. Peter’s virtual self looks exactly like

Peter—and moves as his reflection, to maximize identification

with the diagnosis.

In this article, we discuss some existing technologies which

can form such a vision and focus on the use of integrated

models to create engaging human-like interfaces to embody

virtual healthcare assistants and virtual selves. We focus on

our work in creating an interactive simulation framework to

create lifelike engaging virtual humans incorporating multi-

scale computational models, advanced graphics (anatomy/

physiology) behaviours, sensing and a high degree of respon-

siveness, which aims to appeal to a user on a more

humanistic and social level.
2. The Virtual Physiological Human
The Physiome and VPH [1] aim to deliver computational mod-

elling frameworks for integrating every level in human

biology—one that links genes, proteins, cells and organs to

the whole body. Ultimately, the goal of the VPH/Physiome

Project is to piece together the complete VPH: a personalized,

three-dimensional model of an individual’s unique physiologi-

cal make-up. It is a way to share observations, to derive

predictive hypotheses from them, and to integrate them into a

constantly improving understanding of human physiology

and pathology, by regarding it as a single system. The VPH

vision highlights the need for the holistic treatment of

the patient, and proposes the use of integrated functional simu-

lation—creating a customized computer model of the patient’s
condition across multiple organ systems and length scales, and

across time and environment.

As part of this vision, the DP is an envisaged super-soph-

isticated computer program that will be capable of generating

a virtual living version of yourself. When this is achieved, it

will be possible to run ‘simulations’ of health and disease

processes on the virtual or ‘digital’ you, and use the results

to make predictions about your real health. It will also be

possible to determine the best treatment specifically for

you. This is termed ‘personalized medicine’, and is intended

to be the future of healthcare. An initial step in this process is

the myhealthavatar (http://www.myhealthavatar.eu) which

aims to provide an interface to support the collection of,

and access to, the complete medical information relating to

individual citizen’s health status, gathered from different

sources, including medical data, documents, lifestyle and

other personal information, represented along a timeline.

A DP may be used by doctors to model disease and treat-

ment processes in an individual. Virtual physiological

humans can also be used to represent patients in the training

of medical students, for example to detect cranial nerve

abnormalities [2]. There is even an application for virtual ava-

tars in training healthcare professionals to be more

empathetic with promising initial results [3]. Medical stu-

dents are asked to interview a virtual patient and the

student’s ability to respond empathetically at certain points

in the interview can be evaluated in a systematic way.

A key goal of the project is to encourage self-engagement

and empowerment of citizens in their own health. How can

the DP and health avatar vision be most effectively used to

achieve this?
3. Using the digital patient to engage and
motivate people in their own healthcare

In order to understand how to engage and motivate people in

their own health, it is important to first understand how

people naturally make sense of symptoms and respond to

health threats. Leventhal’s common sense model is a good start-

ing point to illustrate this process [4]. A critical point is that

people are active problem solvers, not just passive recipients

of healthcare. They will only engage in the healthcare beha-

viours that make sense to them based on their understanding

of their illness. For example, they will only quit smoking

if they believe that smoking caused their illness, or take

medication if they perceive it as helpful. People’s lay under-

standings are formed when they perceive sensations, such as

a headache or rapid heartbeat, and they automatically attribute

these to some cause, monitor whether the symptoms are getting

worse over time, and make a tentative diagnosis based on past

and current experiences, including conversations and obser-

vations of others. If people interpret symptoms as a possible

sign of illness, this can trigger an emotional fear response, and

a concurrent appraisal of what they can do about the threat,

and the subsequent adoption of behaviours to reduce the

threat. The results of the coping behaviour are then appraised

and fed back into this self-regulation model [5].

Interestingly, research has shown that these mental

models of illness are not just composed of the identity,

cause, timeline, consequences, and the ability to control the

illness but also incorporate visual imagery of the body itself

[6]. When asked to draw what they thought had happened
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to their heart after a heart attack, patients drew damage on

the heart and blockages in the arteries to various degrees.

Furthermore, the more damage patients drew at the time of

the infarct, the worse they rated their recovery at 3 months,

with lower perceptions of their own ability to control the ill-

ness and a slower return to work, independent of the actual

severity of the heart attack quantified by troponin T. This

suggests that these lay visual models can form the basis for

patients’ healthcare decisions and behaviour. A number of

subsequent studies have shown that patients with other ill-

nesses also have visual models of the effects of the illness

on the body (reviewed by van Leeuwen et al. [7]).

This opens an opportunity to educate the patient to change

their mental models and, therefore, change their health beha-

viours. Interventions to date have mainly been based on

tailored psychoeducational sessions with psychologists to dis-

cuss personal beliefs and promote more accurate models with

the aid of diagrams, and plastic or physical models [8–10].

More recently, computer animations have been shown to

patients with acute coronary syndrome to demonstrate the for-

mation of a clot in a coronary artery causing a heart attack,

subsequent damage to the heart and its ability to function,

and the beneficial effects of treatment and behaviour change

on reduced cholesterol levels in the blood and less obstructed

blood flow [11]. This study found that the visual animations

promoted more positive beliefs about the illness, and motiv-

ated behavioural change including enhanced exercise and

quicker return to normal activities. Another computer simu-

lation of HIV virus infection and the protection provided

by medication resulted in improved patient adherence to

prescribed medication [12].

Patients often have poor knowledge about their anatomy.

When doctors overestimate patient knowledge miscommuni-

cation between doctors and patients can occur. For example,

research has shown that on average only 50% of people can cor-

rectly identify where major organs are, such as the kidneys and

stomach, and that patients with conditions that affect these

organs are not more accurate than the general public are [13].

The VPH can be used as an embodied as a virtual human

is the ultimate tool to demonstrate the physiology and anat-

omy of disease and treatment processes to the patient.

A real advantage is that it is that the virtual human can be

personalized to the individual patient, so the patient’s own

physical characteristics can be shown and integrated with

their medical histories. For example, if a patient has diabe-

tes and then has a heart attack, this combination can be

visually modelled inside their own virtual self, making the

information extremely personally relevant and clear.

Once a patient is given information that their body func-

tion is compromised, this generates a fear response. In order

to translate this fear response into health-promoting adaptive

behaviours, a plan of action must be provided that the patient

feels he/she is capable of implementing. One way to encou-

rage people to pursue a particular behavioural change is to

show through modelling how the person will be rewarded

by adapting the behaviour [14]. Research has shown that

the similarity of the model to the person is very impor-

tant—the more someone identifies with a model the more

they may change their behaviour [15].

The advantage of a virtual self is that behaviour can be

modelled by a patient him/herself so he/she can see a realis-

tic version of yourself doing the desired behaviour and see

the modelled consequences. The patients can also watch
themselves transform from anxious and uncertain to being

calm and in control after performing desired behaviours.

Initial research suggests that behaviour can be learned just

as well from a model in a video as a model in real life [16].
4. Using virtual healthcare assistants to engage
and motivate people in their own healthcare

In most current Internet healthcare applications, avatars are

used to represent the healthcare provider rather than the

patient themselves. The avatar is used to ask questions and

deliver therapies or advice. One advantage of using a compu-

ter avatar to deliver healthcare interventions is the ability for

it to be widely adopted across large populations anywhere, at

any time, at low costs.

Avatars are already being used to deliver computerized

cognitive behaviour therapy (cCBT). In adults, cCBT has

been shown to be an effective treatment for a number of

emotional disorders such as anxiety and depression [17–20],

panic disorder [21], agoraphobia [22], obsessive–compulsive

disorder [23,24], and post-traumatic stress disorder [25]. Con-

sequently, cCBT is now recommended by the National

Institute for Health and Clinical Excellence for the treatment

of mild to moderate depression and anxiety in adults [26].

Other health behaviour change theories are being incorporated

into avatar-based computerized interventions, including initial

attempts to have avatars use motivational interviewing

techniques to promote behavioural change [27].

Researchers at the University of Southern California have

developed the SimCoach project [28], which is motivated by

the challenge of empowering troops and their significant

others in regard to their healthcare, especially with respect to

issues related to the psychological toll of military deployment.

SimCoach virtual humans are not designed to act as therapists,

but rather to encourage users to explore available options and

seek treatment when needed by fostering comfort and confidence

in a safe and anonymous environment where users can express

their concerns to an artificial conversational partner without

fear of judgement or possible repercussions. The related SimSen-

sei project seeks to enable a new generation of clinical decision

support tools and interactive virtual agent-based healthcare dis-

semination/delivery systems that are able to recognize and

identify psychological distress from multi-modal signals [29].

These tools aim to provide military personnel and their families’

better awareness and access to care while reducing the stigma of

seeking help. For example, the system’s early identification of a

patient’s high or low distress state could generate the appropriate

information to help a clinician diagnose a potential stress dis-

order. User-state sensing can also be used to create long-term

patient profiles that help assess change over time.

Another key advantage of virtual healthcare assistants is

that the designer can make the agent possess the optimum

personality and behaviour required in a healthcare assistant,

possibly even better than your average human healthcare

worker who may be distracted, impatient or not have good

communication skills. The embodied nature of the agent is

important for creating better patient engagement. Research

has shown that people talk and smile more towards a robot

than a computer tablet delivering the same exercise and

relaxation instructions [30]. Furthermore, people are more

likely to do what the robot says, trust the robot and want

to interact with it again more than the tablet. Other research



Figure 1. BabyX’s interactive brain. (left) Superior colliculus activity driving visual attention is visible (green) in the brainstem; (middle) BL raster plot of neural
activity, and scrolling display of modulatory activity and (right) basal ganglia circuit. Interactive dopamine level modification (green) affecting cortico-thalamic
feedback and eye movement.
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shows the more animated the agent, the greater the thera-

peutic alliance formed with it [31].

The rules for developing good avatars can be based on

what works in good doctor–patient relationships. Just like

human healthcare professionals, the appearance and behav-

iour of the virtual agent healthcare assistant plays a critical

role in engaging the patient and forming a therapeutic alliance.

Verbal behaviours (such as expressing empathy), and non-

verbal behaviours (such as direct eye gaze) and following

appropriate social rules for conversations are all important

aspects in forming a therapeutic alliance [32]. The appropriate-

ness of realism and rendering of the character have been shown

to differ by application domain with more realistic avatars

more suitable for the healthcare domain [33]. Other evidence

in support of a realistic avatar comes from an experiment show-

ing a realistic face is more acceptable on a healthcare robot than

a metallic face, or no face [34].

These two applications—the DP and the virtual healthcare

assistant—therefore both require realistic human repre-

sentations and behaviour. The next section describes the

development of a biologically inspired lifelike virtual human

that we can use for these purposes.
5. Creating lifelike virtual humans using
biologically based models

Integrated computational models of the body can be used to both

simulate multi-scale processes, but also can be embodied and

used as an engaging interaction medium. We discuss our work

in creating an interactive simulation framework to explore the cre-

ation of lifelike virtual humans incorporating multi-scale models,

advanced graphics (anatomy/physiology) behaviours, sensing

and a high degree of responsiveness, which aim to appeal to a

user on a more humanistic and social level. These models are a

possible step in representing a ‘virtual self’ but also can be used

to enliven virtual healthcare assistants. We focus on the interactive

simulation of the face here as a holistic example of how models

can be integrated to engage the user, as a component to enable

future healthcare scenario described in the introduction.

Of all the experiences we have in life, face to face interactions

fill many of our most meaningful moments. The complex inter-

play of facial expressions, eye gaze, head movements and

vocalizations, in quickly evolving ‘social interaction loops’ has

enormous influence on how a situation will unfold. Each partner
is affected by how the interaction unfolds which creates the

emotive connection and investment—and thus the engagement.
While an impressive body of work has been done in the

development of interactive virtual humans (e.g. [35], there

is unfortunately still often quite a robotic ‘feel’ to the results

which can lead to disengagement. And this is particularly

evident in facial interaction. The way in which a digital face

moves and appears can cause unwanted effects. Rather

than aiding the appearance of life, a partially realistic solution

can elicit a negative response (the Uncanny Valley effect).

This response has been argued to be triggered by any

number of non-expected responses which alarm the viewer’s

perceptual system [36]. To avoid triggering a negative percep-

tion many factors must be taken into account, the physical

appearance of the face, the gaze of the eyes, the coherent

movement of the skin and many smaller details, any of

which can trigger a form of dissonance that interferes with

communication and affinity with the perceived face.

5.1. Building a holistic model
The face mirrors both the brain and body, revealing mental state

(e.g. mental attention in eye direction and affect or cognition

through expressions), and physiological state (e.g. eye motion,

position of eyelids and colour of the skin). The dynamic behaviour

of the face emerges from many systems interacting on multiple

levels, from high level social interaction to low-level biology.

In essence, to drive a biologically based lifelike autonomous

person we hypothesize that we need to model several fundamen-

tal aspects of a nervous system. Depending on the level of

granularity and functionality, a non-exhaustive list of what we

need to model might include models of the sensory and motor

systems, reflexes, perception, emotion and modulatory systems,

attention, learning and memory, rewards, decision and goals.

And we need an architecture to interconnect these. The face is

so intimately tied to the nervous system that for an interactive vir-

tual human to withstand a close-up view, it likely needs at least a

basic associated nervous system model sufficient to drive facial

behaviour. We are currently developing such a model.

5.2. Brain language
Our approach to building live interactive virtual agents

embodies through realistic computer graphics biologically

based models of behaviour within a real-time graphics and

sensing framework, and grounds experience through real



(b)(a)

Figure 3. BL scopes viewing activity of single neuron (a) or array of retinotopic neurons (b) during a live interaction.

Figure 2. BabyX (v. 3). Sensorimotor online learning session screenshot in which multiple inputs and outputs of the model can be viewed simultaneously including:
scrolling displays, spike rasters, plasticity, activity of specific neurons, camera input, animated output.

Figure 4. Different BL windows showing different visual layouts of virtual connectome which can be interactively explored. Connections light up (green or red) when
activated.
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world–virtual world interaction. We aim to create a system

which can be reducible to more biological detail, as well as

expandable to incorporate more complex systems. As there

are many current competing theories on the biological basis

of behaviour, our choice was to opt for flexibility, and to

develop a ‘system to build systems’ in a lego-like manner. The
goal is to construct a flexible architecture, which can be modi-

fied to include different models, represent the neural pathways

and interconnected neural systems to drive the model.

The BL [37] is a modular simulation framework we have been

developing to integrate neural networks and neural system

models with real-time computer graphics and sensing. It is



Figure 5. BabyX (v. 1). Detailed Biomechanical Face Model simulating expressions generated from muscle activations. This shows how a biomechanical model can
form the basis for an interactive model.

rsfs.royalsocietypublishing.org
Interface

Focus
6:20150092

6

designed for maximum flexibility, and can interconnect with

other architectures through very simple API layers. BL consists

of a library of time-stepping modules and connectors. It is

designed to support implementation of computational neuro-

science models (e.g. [38]), from manual construction of specific

neural circuits to large randomly connected ensembles. Neuron

models supported by BL range from simple leaky integrators to

spiking neurons to mean field models to self-organizing maps.

These can be interconnected to form arbitrary neural net-

works—from hand-crafted networks representing specific

biological circuits, to convolutional networks and recurrent
neural networks. The networks are able to represent and learn

online from both spatial and temporal data. A key strength of

BL is the connection with computer graphics as a visualization

tool. Complex dynamic networks can be visually investigated in

multiple ways either through three-dimensional computer

graphics (figures 1 and 2) or through a two-dimensional sche-

matic interface (figures 3 and 4). The simulation can be directly

modified—for example, changing neural model parameters

while viewing the downstream effect on eye movement (figure 1).

Supported sensory inputs include camera, microphone and

keyboard with support for computer vision and audition, but



Figure 6. Image showing the degree of realism which is currently possible in
a real-time simulation. The Auckland Face Simulator is being developed to
cost-effectively create realistic and precisely controllable real-time models
of the human face and its expressive dynamics for psychology research
and real-time human – computer interaction applications.
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data can be input from any arbitrary sensor or output to an

effector through the API. Computer graphics output is through

OpenGL and GLSL. A key feature of BL is that any variable in

the neural network system can be shared and can drive any

aspect of sophisticated three-dimensional animation system.

For more details on BL see [37].

5.3. The BabyX project
To illustrate how these concepts come together, we now

describe an experimental psychobiological simulation of an

infant, ‘BabyX’, we are currently developing [39–41]. We aim

to combine models of the facial and upper body motor systems

with models of basic neural systems involved in early interac-

tive behaviour and social learning, to create a virtual infant that

can be naturally interacted with. This has a range of potential

applications, for example, in paediatric simulation for clinical

training, and also serves as a ‘baby step’ in creating biologically

motivated interactive virtual human models.

At a conceptual level, BabyX’s computer graphic face

model is driven by muscle activations generated from motor

neuron activity. The facial expressions are created by modelling

the effect of individual muscle activations and non-linear

combined activations to form an expression space [42]. The

modelling procedures involve biomechanical simulation,

scanning and geometric modelling. Fine details of visually

important elements such as the mouth, eyes, eyelashes and

eyelid geometry are painstakingly constructed for lifelikeness.

5.4. Biomechanics and the facial motor system
A highly detailed biomechanical face model (figure 5) has

been constructed from MRI scans and anatomic reference

(akin to Wu [43]). We model deep and superficial fat layers,

deep and superficial muscle, fascia, connective tissue with

different material properties.

Large deformation finite-element elasticity [44] was used to

deform the face from rest position through simulated muscle

activation. The action of each muscle, either in isolation or in

combination with commonly co-activated muscles, was simu-

lated to create a piecewise linear expression manifold. This

pre-computed facial geometry is combined on the fly in the

simulation framework BL to create real-time facial animation,

so that in response to muscle activation driven by the neural

system models there is realistic skin deformation and motion.

The facial muscles of expression are primarily driven by the

facial nerve extending from the facial nucleus in the brainstem.

The facial nucleus receives its main inputs from both subcorti-

cal and cortical areas, through different pathways. Expression

dynamics are generated by neural pattern generation circuits,

both in subcortical and cortical regions. Subcortical circuits

include brainstem circuits for laughing and crying that are

integrated with respiration. Evidence suggests certain basic

emotional expressions do not have to be learned. Studies

show that typical emotional expressions occur in congenitally

blind people [45], smiles have been observed in infants born

without a cortex [46] and basic expression development has

been observed in the womb using ultrasound [47].

However, voluntary facial movements such as those

involved in speech and culture-specific expressions are learned

through experience and predominantly rely on cortical motor

control. At least five areas representing the face have been ident-

ified in the cortex. The incoming pathways have different

laterality and levels of influence on upper and lower regions of
the face. Stroke patients with damage to the upper motor path-

way to the primary motor and premotor areas cannot produce

a symmetrical, voluntary smile, yet can smile normally in

response to jokes [48].

So facial expression can be considered to consist of both

innate and learned elements, driven by quite independent

brain regions converging upon, and modulated by, the

facial nucleus. In a generative model of innate and learned

facial behaviour, we need to consider this architecture,

and—of course—the upstream behavioural drivers that

generate the incoming activity.

5.5. The nervous system
The BabyX project aims to encompass affective and cognitive

neural systems to tie together emotion and cognition in an

interactive system—so that it induces a dyadic behavioural

loop with a user through sensing and synthesis. BabyX’s

neural system models implemented so far are sparse, yet

span the neuroaxis and create muscle activation-based ani-

mation as motor output from continuously integrated

neural models. Because of the lego-like nature of BL we can

have a closed-loop functioning system which allows com-

ponents to be experimentally modified or interchanged

exploring different theoretical models. In total, the models

aim to form a ‘large functioning sketch’ of interconnected

mechanistic systems theoretically contributing to behaviour.

To date, BabyX’s neural networks and circuits cover basic

elements of motor control, behaviour selection, reflex actions,

visual attention, learning, salience, emotion and motivation

using theoretical models. A characteristic of the modelling

approach is the representation of subcortical structures such

as the basal ganglia, thalamus, hippocampus, hypothalamus,

amygdala, superior colliculus, facial nucleus, oculomotor and

other brainstem nuclei which form core components of

the brain’s operating system. Although highly simplified,

these models serve as placeholders for future work, in which

synthetic lesions can be introduced to simulate pathologies.

The structures are implemented as functional computational

elements (e.g. the amygdala as a hebbian associator—‘neurons

that fire together wire together’ [49]), and are based on current

and practical theoretical models in the cognitive science and

computational neuroscience literature. Because of the lego-like

nature of BL, simple models can be replaced by more sophisti-

cated models as they become available. One of the goals of



(b)(a)

(c)

Figures 7. Computer-generated face created with the Auckland Face Simulator showing different expressions, to help engage the user.
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BabyX is to visually represent functional neural circuit models in

their appropriate anatomical positions. For example, the basal

ganglia model (based on [50]) controls motor actions and is

involved in behaviour switching, has an appropriate three-

dimensional location and geometry, and the shader is activated

by activity of the specific neurons, allowing the user to see the

circuit in action.

Neurotransmitters and neuromodulators play many key

roles in BabyX’s learning and affective systems [51]. An example

of a physiological variable that affects both the internal and

external state of BabyX is dopamine, which provides a good

example of how modelling at a low level interlinks various

phenomena. In BabyX, dopamine plays a key role in motor

activity, reinforcement learning, and its phasic activity provi-

des a prediction error signal. It can modulate plasticity in the

neural networks and also has subtle behavioural effects such

as pupil dilation and blink rate. The use of such low-level

models means that the user can adjust BabyX’s behavioural

dynamics, sensitivities and even temperament, by adjusting

neurotransmitter and neuromodulator levels.

Muscle activities associated with specific behaviours

are generated by recurrent neural networks which act as

pattern generators. These circuits can be activated and

modulated by different brain regions. For example, the

amygdala responding to a sensory context can trigger

activity in facial muscles directly via connections to the

facial nucleus and also indirectly via the hypothalamus, by

modulating a model of the stress system (hypothalamic–

pituitary–adrenal (HPA) axis). The HPA model determines

the production of parametric virtual hormones to form a
physiological correlate of stress in the model and modulate

behavioural circuits.

While these computational models are theoretical, and

form simple representations of a sparse set of components,

they are an attempt to provide an initial basis to explore the

development of more holistic and complex models that can

serve to interconnect behaviour and physiology, for use

with future interactive DP simulations.

5.6. The Auckland Face Simulator
Using the same framework as BabyX, we have also been devel-

oping the AFS [40], which aims to cost-effectively create highly

realistic and precisely controllable virtual faces (figures 5–7) that

can function as virtual healthcare assistants and virtual ‘selves’.

The AFS has been used to construct detailed interactive models

of specific individuals in a cost-effective way by fitting generic

animatable face simulation models to high quality photogram-

metric scans. The faces may be animated using individual

muscle activation parameters to form a full range of lifelike

expressions. By tracking facial motion using computer vision

techniques, we are able to solve for muscle activation, and re-

animate the virtual face as a virtual mirror. However, the

facial behaviour can also be controlled by computational

models, so users can see their virtual selves reflect their motions

but in a different mood (figure 7), for motivational effect.

5.7. Link to physiological models
BL was designed primarily as a real-time integrative frame-

work, exploring system level models designed to replicate



Figure 8. The same face as in figure 7 but visualizing internal anatomical features combined with the facial simulation. This shows how current techniques enable
realistic interactive faces to be combined with anatomic visualization, as part of a Digital Patient model.
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integrative behaviour. However, as modelling depth and com-

putational power increase, the anatomically defined modules

can be further linked to more detailed physiology-based

models. To this end, we are starting to explore the interfacing

of BL with Physiome-associated mark-up languages such as

CellML [52] and NeuroML [53], which will help link interactive

computational neuroscience and physiological simulations.

Figure 8 shows an example of visualizing internal anatomical

features combined with the facial simulation.
6. Discussion
Animated models of the body are starting to be used to edu-

cate patients about their illness and how treatment works

inside the body. These can change people’s perceptions of

the underlying cause and pathogenesis of the illness. Watch-

ing animated models of how medical treatment, exercise and

diet can help reduce disease can motivate people to adhere to

treatment recommendations and healthy behaviours.

Currently, virtual healthcare assistants are being used in

various healthcare applications, including cCBT. These

human-like avatars often ask patients questions about their

health, to first form diagnoses and then direct them to appro-

priate therapies or strategies to motivate behaviour change

and improve health. A realistic appearance, as well as appro-

priate verbal and non-verbal behaviours, is important in

creating trust and acceptance. Current models have limited

realism and naturalistic behaviour.
Pertinent both to building engaging avatars and visualization

of physiology, it is possible to use biologically based models holi-

stically to create not only realistic structures but also realistic

movements that can express appropriate emotions, including

empathy. The nervous system must be modelled to include sen-

sory and motor systems, as well as perception, learning, memory

and emotions. An implementation of a framework integrates bio-

mechanics, anatomical modelling, neural system models and

computer vision and audio and interactive real-time computer

graphics for autonomous facial animation was illustrated as poss-

ible example of how a holistic multi-scale modelling approach

may be embodied and used for digital interaction.

The vision of the VPH provides the ultimate basis for creat-

ing both appropriate health assistant avatars that are engaging

and motivating, and creating personalized physiological

models. These models can be used for multiple applications—

teaching medical students, modelling the effects of various

treatments for specific patients in the virtual world, and also

to change patients perceptions of their illness and its treatment

to motivate healthy behaviours.
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