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Abstract

We recently utilized a suite of environmental fate and transport models and an integrated exposure 

and pharmacokinetic model to estimate individual perfluorooctanoate (PFOA) serum 

concentrations, and also assessed the association of those concentrations with preeclampsia for 

participants in the C8 Health Project (a cross-sectional study of over 69,000 people who were 

environmentally exposed to PFOA near a major U.S. fluoropolymer production facility located in 

West Virginia). However, the exposure estimates from this integrated model relied on default 

values for key independent exposure parameters including water ingestion rates, the serum PFOA 

half-life, and the volume of distribution for PFOA. The aim of the present study is to assess the 

impact of inter-individual variability and epistemic uncertainty in these parameters on the 

exposure estimates and subsequently, the epidemiological association between PFOA exposure 

and preeclampsia. We used Monte Carlo simulation to propagate inter-individual variability/

epistemic uncertainty in the exposure assessment and reanalyzed the epidemiological association. 

Inter-individual variability in these parameters mildly impacted the serum PFOA concentration 

predictions (the lowest mean rank correlation between the estimated serum concentrations in our 

study and the original predicted serum concentrations was 0.95) and there was a negligible impact 

on the epidemiological association with preeclampsia (no change in the mean adjusted odds ratio 

(AOR) and the contribution of exposure uncertainty to the total uncertainty including sampling 

variability was 7%). However, when epistemic uncertainty was added along with the inter-

Corresponding Author: Scott Bartell, PhD, Associate Professor, 2032 AIRB, Program in Public Health, University of California, 
Irvine, Irvine, CA 92697-3957, Phone: (949) 824-5919, Fax: (949) 824-0529, sbartell@uci.edu. 

Publisher's Disclaimer: This is a PDF file of an unedited manuscript that has been accepted for publication. As a service to our 
customers we are providing this early version of the manuscript. The manuscript will undergo copyediting, typesetting, and review of 
the resulting proof before it is published in its final citable form. Please note that during the production process errors may be 
discovered which could affect the content, and all legal disclaimers that apply to the journal pertain.

HHS Public Access
Author manuscript
Environ Res. Author manuscript; available in PMC 2017 April 01.

Published in final edited form as:
Environ Res. 2016 April ; 146: 299–307. doi:10.1016/j.envres.2016.01.011.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



individual variability, serum PFOA concentration predictions and their association with 

preeclampsia were moderately impacted (the mean AOR of preeclampsia occurrence was reduced 

from 1.12 to 1.09, and the contribution of exposure uncertainty to the total uncertainty was 

increased up to 33%). In conclusion, our study shows that the change of the rank exposure among 

the study participants due to variability and epistemic uncertainty in the independent exposure 

parameters was large enough to cause a 25% bias towards the null. This suggests that the true 

AOR of the association between PFOA and preeclampsia in this population might be higher than 

the originally reported AOR and has more uncertainty than indicated by the originally reported 

confidence interval.
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C8 Science Panel; measurement error; individual-level exposure uncertainty; perfluorooctanoate; 
preeclampsia

1.1 Introduction

Many recent environmental epidemiology studies evaluating associations between 

perfluorooctanoate (PFOA) and various health effects including ulcerative colitis, kidney 

and testicular cancer, pregnancy outcomes, abnormal thyroid function, abnormal liver 

function, and abnormal kidney function have been based on participants from the C8 Health 

Project/C8 Science Panel Studies (Barry et al., 2013; C8 Science Panel, 2011; Gallo et al., 

2012; Lopez-Espinosa et al., 2012; Savitz et al., 2012a; Savitz et al., 2012b; Steenland et al., 

2013; Watkins et al., 2013). These individuals were environmentally exposed to PFOA from 

decades of emissions from DuPont’s Washington Works facility in the Mid-Ohio valley 

(Frisbee et al., 2009). PFOA (in the form of ammonium perfluorooctanoate-APFO) was 

released by the facility from 1950s to early 2000s, and exposure to PFOA for participants in 

the surrounding communities occurred primarily via inhalation of contaminated air and 

ingestion of ground water (Paustenbach et al., 2007; Shin et al., 2011a, b). For many of the 

epidemiological studies, individual exposure assignments were based on model predictions 

of yearly PFOA serum concentrations for consented C8 Health Project participants. The 

retrospective serum PFOA concentrations were reconstructed since 1951 using individual 

residential and water use histories, historical exposure concentrations, and a default 

elimination half-life. The predicted PFOA serum concentrations were well correlated with 

measured 2005–2006 serum concentrations (rs = 0.68), supporting the validity of the 

retrospective exposure estimates (Shin et al., 2011a, b). The measured serum levels in the 

C8 Health population ranged over several orders of magnitude. The population mean 

(among the 48,998 consented participants) for serum PFOA concentration was 82.9 (with 

standard deviation of 240.8) ng/mL; the 2.5th to 97.5th percentile ranging from 4.3 to 530.4 

ng/mL (Frisbee et al., 2009).

One of the C8 Science Panel studies analyzed the association between predicted PFOA 

serum concentration at the year of pregnancy and preeclampsia among the participants and 

found a moderate association, with an adjusted odds ratio (AOR) of 1.13 per interquartile 

range increase in ln serum PFOA (Savitz et al., 2012a). The interquartile range was 2.19 

units on the log scale; thus there was a 13% increase in the odds of preeclampsia per 
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exp(2.19) ≈ 9-fold increase in serum PFOA. The C8 Science Panel concluded that a 

probable link exists between PFOA exposure and the occurrence of pregnancy-induced 

hypertension/preeclampsia (C8 Science Panel, 2011). However, the validity of this study has 

been questioned by one group of researchers who excluded it from a meta-analysis of PFOA 

exposure and fetal growth due to the retrospectively modeled exposure assignments with 

limited validation by measured biomarkers (Johnson and Sutton, 2014; Koustas et al., 2014). 

Previous studies have shown that the use of modeled pollutant concentrations and self-

reported activity patterns can introduce exposure measurement error (Sarnat et al., 2010; Wu 

et al., 2013), as can studies that rely only on a single biomarker measurement to characterize 

each individual’s exposure (Bartell et al., 2004; Bradman et al., 2013; Prentice et al., 2013; 

Tsuchiya et al., 2012) For the Savitz et al. (2012a) study, uncertainties in spatiotemporal 

predictions of PFOA water/air concentrations and in individual-level variables (e.g., water 

ingestion rates, PFOA half-life, PFOA volume of distribution) used in the dose-

reconstruction and pharmacokinetic models likely resulted in some exposure measurement 

error, potentially affecting the validity of the epidemiological findings.

In a recent uncertainty analysis (Avanasi et al., in press), we used a Monte Carlo (MC) 

simulation methodology to characterize uncertainty in PFOA groundwater concentrations 

predicted from environmental fate and transport models, and determined its potential 

impacts on serum PFOA concentration predictions and the association between PFOA and 

preeclampsia (Avanasi et al., in press). We found that shared water PFOA concentration 

uncertainty, which is correlated within individuals over time and between individuals with 

shared water sources, substantially impacts the PFOA serum concentration predictions but 

only mildly impacts the epidemiological association between PFOA and preeclampsia. This 

appears to be due to the fact that shared uncertainty, even at a high magnitude, does not 

perturb the rank order of exposure among the preeclampsia cases and controls of the study. 

However, preliminary analyses in that study suggested that uncertainty in independent 

exposure parameters such as the tap water ingestion rates might have a larger impact on 

epidemiological associations than that in shared PFOA water concentrations (Avanasi et al., 

in press).

The objective of the present study is to determine the potential impacts of other input 

parameter uncertainties on the PFOA serum concentration predictions and the association 

between PFOA and preeclampsia. The input parameter uncertainties included in this study 

are realistic inter-individual variability and more subjective epistemic uncertainty in 

independent (non-shared) exposure factors such as water ingestion rates assigned using 

either self-reported (Frisbee et al., 2009) or population-level default values (U.S.EPA, 

2011), PFOA elimination half-life, and PFOA volume of distribution. It has been previously 

identified that distinguishing these two types of uncertainty is important and commonly not 

addressed by researchers. Variability differs from epistemic uncertainty in a way that it 

represents heterogeneity in a parameter of interest, while epistemic uncertainty arises out of 

our lack of knowledge/understanding of the value of a parameter or its variability 

(Burmaster and Anderson, 1994; Cullen and Frey, 1999; Finley and Paustenbach, 1994; 

Morgan and Henrion, 1990). In this manuscript we obtained realistic variability distributions 

on these parameters from literature wherever possible. We then used Monte Carlo 
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simulation to determine impacts on the predicted serum concentrations and the association 

between PFOA and preeclampsia.

2.0 Materials and Methods

2.1. Environmental fate and transport modeling

The historical PFOA air and groundwater concentrations used in the exposure assessment 

were predicted by an integrated fate and transport model system (Shin et al., 2011a). This 

modeling system included a series of linked environmental fate and transport models to 

predict the yearly PFOA air and groundwater concentrations for the years 1951 – 2008, for 

the area that covers the communities that consented to the C8 Health Project (includes 

participants from the six public water districts- the City of Belpre, Little Hocking Water 

Association, Tuppers Plains Chester Water District, the Village of Pomeroy Water District, 

Lubeck Public Services District, and Mason County Public Service District). These models 

utilized information on historical release rates of PFOA, local meteorological and 

hydrogeological data, and PFOA physiochemical properties. More details on the modeling 

and the calibration methodology are described by Shin et al. (2011a).

2.2. Exposure-reconstruction and pharmacokinetic modeling

The predicted PFOA air and groundwater concentrations were then used in an exposure 

model to predict yearly PFOA exposure doses through inhalation and ingestion for each of 

the participants (Shin et al., 2011b). To predict yearly total exposure doses (combined 

inhalation and ingestion doses) for each of the participants, this exposure model utilized 

information on: self-reported participant demographics such as age, gender, body weight; 

residential/work histories; standard (recommended mean) inhalation rates (U.S. EPA, 2009); 

standard (self-reported, if available) water ingestion rates; and information on the historical 

pipe distribution systems of each of the six public water districts. Self-reported water 

ingestion rates (number of cups per day) were available for approximately 50% of the C8 

Health Project participants (Shin et al., 2011b) and were used when available. This is 

because the original C8 Health Project questionnaire did not include questions about 

participant water ingestion rate. The participants were originally asked to assess water intake 

by filling a ‘water usage at residence’ questionnaire for each address the participant resided 

in. The questions asked for the main source of water (public/private/bottled water/other) 

used for drinking, cooking, showering/bathing in each residential address by each 

participant. Tap water ingestion rates were later obtained between 2010 and 2011 when 

participants were re-contacted by telephone for follow-up studies conducted by the C8 

Science Panel (Winquist et al., 2013). Tap water ingestion rates were self-reported using the 

following ranges: 0–1, 1–2, 3–4, 5–6, 7–8, > 8 cups per day. The midpoint of each range 

was used in the original exposure model, yielding a mean of 5.44 cups per day. For the self-

reported participants the model also assumed a constant water consumption rate for each 

individual over the entire exposure period.

A one-compartment pharmacokinetic model (PK) was used to predict yearly PFOA serum 

concentrations in the study participants, based on their individual yearly total PFOA dose 

estimates and assuming 100% absorption by both exposure routes (Shin et al., 2011b). The 
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total PFOA serum concentration was computed as the sum of PFOA serum concentration 

due to emissions from the Washington Works plant and PFOA serum concentration due to 

background exposure from other exposure sources (Shin et al., 2011b). By default, the 

model used age- and gender-specific PFOA volume of distribution based on previously 

recommended volume of distribution per unit body weight derived from a monkey model by 

Butenhoff et al. (2004). The PFOA elimination half-life in the PK model was fixed at 3.5 

years for all participants based on follow-up of retired workers by Olsen et al. (2007).

2.3. Epidemiological analysis

The Savitz et al. (2012a) epidemiological analysis of self-reported preeclampsia in 

association with PFOA exposure utilized the predicted PFOA serum concentrations at the 

year of birth for 10,189 pregnancies occurring between 1990 and 2006 in the C8 Health 

Project population. Among these pregnancies, 730 occurrences of preeclampsia were 

reported and the analysis adjusted for confounding by parity, maternal age, education level 

and smoking status. The original reported adjusted odds ratio (AOR) for the occurrence of 

preeclampsia was 1.13 (1.00–1.28) per interquartile range (IQR) of PFOA serum 

concentration in log (natural logarithm) scale (nanograms per milliliter-ng/mL). When we 

restrict (modify) the analysis to 10,149 pregnancies among 6134 mothers (725 preeclampsia 

cases) by removing those mothers with previous work histories in the Washington Works 

facility, thereby focusing only on the contribution from non-occupational sources of 

exposure, the modified analysis yielded an AOR of 1.12 (1.00–1.26). We received approval 

from the Institutional Review Board at the University of California, Irvine (HS#2013-9421) 

to conduct our analyses.

2.4 Methodology: Monte Carlo simulation I

In the first MC simulation, we study the impact of variability in the individual-level input 

parameters including the standard tap water ingestion rates or the self-reported water 

ingestion rates, the PFOA half-life, and the PFOA volume of distribution. We used the 

outputs from the fate and transport models (the PFOA air and water concentrations) and ran 

multiple iterations of the exposure and the pharmacokinetic models. For each iteration, the 

individual-level independent exposure parameters were varied by randomly sampling from 

variability distributions developed based on our literature survey described below.

2.4.1. Variability in standard/self-reported water ingestion rates—In the original 

exposure model (Shin et al., 2011b), for the participants who did not provide a self-reported 

tap water ingestion rate (~30 % of the Savitz et al., 2012a study participants), default water 

ingestion rates based on the EPA Exposure Factors Handbook (U.S. EPA, 2011) were used. 

These are mean water ingestion rates for different age categories (for the U.S. population) 

and include estimates of water ingested directly as a beverage and water used in preparing 

various food/beverages. Percentile estimates of these water ingestion rate distributions are 

also available for each age category in the Exposure Factors Handbook. In order to account 

for inter-individual variability in the MC analysis, we assumed the water ingestion rate to be 

log-normally (LN) distributed and calculated the log- normal parameters (the log mean, μa 

and the log standard deviation, σa) based on the mean and 95th percentile values for each age 

category (Table 1). Log-normal distributions are non-negative which is very useful for 
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describing variability/uncertainty in biological parameters; they have been previously used 

in a number of Monte Carlo applications for that reason (Limpert et al., 2001, Morgan et al., 

1990). Further, Roseberry and Burmaster (1992) found that the use of log-normal 

distributions to describe water ingestion rates provided robust results for all age-groups and 

highly recommend their use.

In the MC analysis, for each iteration, a percentile of the water ingestion rate for any 

specific individual was randomly sampled from a uniform distribution and used throughout 

the individual’s lifetime to compute the water ingestion rate from the age-specific log-

normal variability distributions as shown. We chose to hold the percentile of water ingestion 

rate constant instead of the absolute water ingestion rate in order to accommodate the fact 

that an individual’s water consumption changes during the aging process. For example, 

using the rates based on the EPA Exposure Factors Handbook, the mean water ingestion rate 

for an individual whose age is 21 years is 32 % more than that if the age is 18, 19 or 20 

years.

[1]

Where,

p is the sampled percentile for individual i,

F−1 is the inverse distribution function (or “quantile function”) for LN (μa, σa),

IRi is the computed water ingestion rate for individual i,

μa is the log mean specific to individual i’s age category and,

σa is the log standard deviation specific to individual i’s age category.

Holding the percentile of the water ingestion rate constant throughout the lifetime for any 

iteration simulated the effect of consistently assigned high or low water consumption on 

PFOA exposures. For example, an individual assigned to the 92nd percentile of water 

consumption would remain at that percentile within each age group, throughout his or her 

lifetime, for that MC iteration.

For the participants who had self-reported tap water ingestion rates (~ 70 % of the 

participants), they reported the number of cups of water consumed in a day in one of the six 

categories: 0–1, 1–2, 3–4, 5–6, 7–8, > 8 cups. The original exposure model had used the 

mean of each category as the water ingestion rate, except for the > 8 cups category, which 

used 9 cups. These rates were held constant throughout the individual’s lifetime.

In the MC analysis, to account for the variability within each category, for any individual, 

we randomly sampled a value of a water ingestion rate based on a uniform distribution 

shown below, instead of the median value (as used in the original model) and used it 

throughout all years of the individual’s lifetime.
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[2]

Where,

mi is the sampled self-reported water ingestion rate (L/day) for individual i,

Li and Ui are the lower and upper bounds of the uniform distribution.

For example, mi ~ U (1.183, 1.4196) for an individual who reported 5–6 cups per day of tap 

water ingestion, assuming the volume of one cup is 0.2367 L.

2.4.2. Variability in the PFOA elimination half-life—In the original model, the PFOA 

half-life used in the pharmacokinetic model was fixed at 3.5 years for all individuals based 

on a study by Olsen et al. (2007) which followed 26 retired fluorochemical production 

workers, over five years. In order to account for inter-individual variability in the PFOA 

half-life, we assumed it to be log-normally distributed and calculated the log-normal 

parameters (μh = 1.247 and σh = 0.399) based on the reported arithmetic mean and standard 

deviation of the PFOA half-life among the 26 subjects in the Olsen et al. (2007) study. Log-

normal distributions have been previously used to describe inter-individual variability/

uncertainty in pharmacokinetic parameters such as elimination half-life, because they are 

non-negative (Clewell et al., 1999; Limpert et al., 2001).

In the MC analysis, for each iteration, the PFOA half-life for any specific individual was 

randomly sampled from the log-normal variability distributions as shown below and used 

throughout each year of the individual’s lifetime.

[3]

Where,

T ½ i is the PFOA half-life for individual i,

μh is the log mean of the PFOA half-life and,

σh is the log standard deviation of the PFOA half-life.

2.4.3. Variability in the PFOA volume of distribution—The PFOA volume of 

distribution per weight used in the original model (female = 0.198 L/Kg) was based on a 

study in cynomolgus monkeys by Butenhoff et al. (2004). This volume of distribution was 

held constant for all the participants in the original model (Shin et al., 2011b). To account 

for inter-individual variability in the volume of distribution, we assumed it to be log-

normally distributed and calculated the parameters (μvd = 5.2453 and σvd = 0.3540) based on 

the reported arithmetic mean and standard deviation of the PFOA volume of distribution 

among the 3 female monkey subjects in the study.
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In the MC analysis, for each iteration, the PFOA volume of distribution for any specific 

individual was randomly sampled from the log-normal variability distributions shown below 

and used throughout the individual’s entire lifetime.

[4]

Where,

VDi is the PFOA volume of distribution for individual i,

μvd is the log mean of the PFOA volume of distribution and,

σvd is the log standard deviation of the PFOA volume of distribution.

2.4.4 Monte Carlo simulations II: Epistemic uncertainty in self-reported water 
ingestion rates, PFOA half-life and PFOA volume of distribution—In addition to 

studying the impact of variability in the self-reported water ingestion rates as described in 

section 2.4., in a separate MC simulation (II), we studied the impact of epistemic uncertainty 

in the three individual-level parameters. For uncertainty regarding the validity of each self-

reported water ingestion rate, we used a log-normal distribution shown below.

[5]

[6]

Where,

IRi is the sampled water ingestion rate for individual i,

μi is the individual specific log mean and,

σi is the log standard deviation reflecting potential inaccuracy in the self-reported water 

ingestion rates.

This was a two-level analysis evaluating both uncertainty in the self-reported water 

ingestion rate category and, as described in section 2.4.1, variability within each selected 

category. The median of the log-normal distribution was sampled randomly from a uniform 

distribution as described in equation 2. The standard deviation (σi = 0.446) was computed 

from the confidence interval of the mean difference between a questionnaire (self-reports) 

and 3-day diary based on water ingestion rates studied by Shimokura et al. (1998). This 

standard deviation represents the uncertainty in self-reported water ingestion rates as a 

surrogate for true rates.

We also included the epistemic uncertainty in PFOA half-life and PFOA volume of 

distribution in the MC simulation II. The PFOA half-life used in the study was based on a 

study (Olsen et al., 2007) of mainly older (ranged between 55–75 years) males (24 males 
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and 2 females) and may not be representative of the participants in the Savitz et al., 2012a 

study, which were mainly women of child-bearing age (ranged between 14–45 years). 

Therefore, we included epistemic uncertainty by increasing the log standard deviation of the 

log-normal distribution in equation 3 to 0.798 (2-times the original value in the half-life 

estimate used in the MC simulation I). Because only three monkeys were used in the 

Butenhoff et al. (2004) study to calculate the PFOA volume of distribution for females, and 

monkeys were used as a surrogate for humans in our analysis (Shin et al., 2011b), there 

could be additional uncertainty in the parameter. To address these epistemic sources of 

uncertainty in the volume of distribution, we multiplied the log standard deviation by a 

factor of 5 (i.e., from 0.35 to 1.77). Although this multiplier is subjective and somewhat 

arbitrary due to the absence of experimental data in humans, we compared the resulting 

serum PFOA concentration predictions with the original predictions and the 2005–2006 

measured serum PFOA concentrations to judge whether the results were reasonable. In MC 

simulation II, the same variability distributions from MC simulation I and these three 

epistemic uncertainties (self-reported water ingestion rates, PFOA half-life and PFOA 

volume of distribution) were all included in the model.

The MC simulations (300 iterations each) were run using MATLAB (The Mathworks Inc., 

Natick, MA, 2000) and R (http://www.r-project.org/) was used to reanalyze the 

epidemiological association between the estimated serum PFOA concentrations and 

preeclampsia. For each MC iteration of the exposure model, the serum PFOA concentrations 

were estimated and multiple logistic regression was used to compute the AOR per IQR of 

the estimated serum concentrations. The rank correlation between the simulated and original 

serum PFOA concentration estimates for the 10,149 participants between the years 1990 and 

2006 was calculated for both MC simulations. The plot of the mean and 95% probability 

interval over 300 iterations of the rank correlation compares the yearly rank exposure of the 

participants (among all 300 iterations) with the original model predicted rank exposure for 

each MC simulation. The contribution of inter-individual variability/epistemic uncertainty to 

the total uncertainty in the epidemiological association (including participant sampling 

uncertainty) was calculated for each MC simulation using the law of total variance as 

described in our previous study (Avanasi et al., in press). Briefly, if b is the log odds 

parameter estimate and X is a collection of individual exposure estimates, the total variance 

(as a measure of uncertainty) in b is given by var(b) = E(var(b|X)) + var(E(b|X)), where var 

is the variance and E corresponds to the expected value. The first and the second terms in 

the summation correspond to the participant sampling variability and the inter-individual 

variability/epistemic uncertainty, respectively. The formula var(E(b|X))/var(b) gives the 

relative contribution of the inter-individual variability/epistemic uncertainty to the total 

uncertainty.

3.0 Results

3.1. Impact on predicted serum concentrations

We calculated the mean, median, 25th and 75th percentile predicted serum concentrations 

(ng/mL) of each iteration for 10,149 participants and their mean and 95% probability 

interval among 300 iterations for each MC simulation (Table 2), along with the 
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corresponding values for the modified original data (including only non-occupationally 

exposed participants as described in section 2.3.). The mean serum PFOA concentration 

among the 300 iterations of the MC simulation II was nearly 5-times that of the modified 

original serum PFOA concentrations, but the median was similar. Across the 300 iterations 

of the two MC simulations, the IQR of the log serum PFOA concentrations varied minimally 

with the 95% probability interval of the IQR ranging between 1.32 and 2.29 for MC 

simulation I and between 0.96 and 2.86 for MC simulation II. The mean and the 95% 

probability interval for the IQR for the two simulations (including the original IQR) are 

given in Table 3.

The rank correlation between the simulated and original serum PFOA concentration 

estimates for the 10,149 participants between the years 1990 and 2006 was calculated. The 

plot of the mean and 95% probability interval over 300 iterations of the rank correlation for 

the Monte Carlo simulation I is presented in Figure 1. A similar plot for MC simulation II is 

shown in Figure 2. For the MC simulation II, as seen in Figure II, we find that the estimated 

and the original predicted serum concentrations are well correlated, around 0.92 (in the year 

1990), but over time, this reduces (due to the addition of variability/uncertainty) and the 

lowest mean rank correlation was 0.77 (for the years 2003for the years 2004 and 2005). This 

represents the simulation with the maximum impact of variability/epistemic uncertainty on 

the rank exposure, with the other simulation (the Monte Carlo simulation I) producing 

higher rank correlations (as shown in Figure 1) with the original serum PFOA 

concentrations.

3.2. Impact on the epidemiological association

The mean with 95% probability interval of AOR for each simulation was calculated and is 

presented in Table 4. The percent contribution of the variability/epistemic uncertainty to the 

overall uncertainty is also presented in Table 4. We find that the addition of epistemic 

uncertainty to variability increases the contribution of exposure uncertainty to the total 

uncertainty (including sampling variability) in the epidemiological association by 21% 

(comparing the contributions of exposure uncertainty between MC simulations I and II). The 

AOR of preeclampsia occurrence is also reduced from 1.12 to 1.09 (25 % reduction), 

indicating the impact of variability/epistemic uncertainty on the AOR. As previously 

reported in the literature (Armstrong, 1998), the increasing variability/epistemic uncertainty 

in independent exposure factors resulted in increasing bias of the AOR towards the null and 

increased the contribution of exposure uncertainty to overall uncertainty. Figure 3 is a 

boxplot of the point estimates of the log odds of preeclampsia occurrence from the 300 

iterations for MC simulation I and MC simulation II. This plot shows the variation in 

preeclampsia risk attributed to PFOA across the iterations, compared with the log odds of 

preeclampsia occurrence in the original modified analysis (dotted horizontal line in Figure 

3).

4.0 Discussion

From the results of MC simulation I, we found that realistic inter-individual variability 

(determined based on our literature review) in independent exposure parameters such as the 

water ingestion rates, the PFOA half-life, and the PFOA volume of distribution impacted the 
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absolute serum PFOA concentration predictions (Table 2). The rank order of estimated 

serum PFOA concentrations was only mildly impacted (the lowest mean rank correlation 

between the estimated serum concentrations in our study and the original predicted serum 

concentrations was 0.95 for the years 2003 the lowest mean rank correlation between the 

estimated serum concentrations in our study and the original predicted serum concentrations 

was 0.95 for the years 2004 and 2005 as seen in Figure 1), without causing any change to 

the mean AOR of preeclampsia occurrence among the participants (within rounding error). 

The reduction in rank exposure over the years can be explained by the fact that the 

participants are cumulatively exposed to PFOA over the years and that PFOA is partly 

retained in the serum over time. Hence, any impact of uncertainty on the serum PFOA 

predictions will also be cumulative over the years and thus magnified over multiple years of 

exposure. The overall contribution of exposure uncertainty to the total uncertainty (including 

participant sampling variance) for MC simulation I was low, around 7%.

In contrast, in MC simulation II, when epistemic uncertainty is added along with the inter-

individual variability in the same exposure parameters, both the absolute serum PFOA 

concentration predictions (Table 2) and the rank order of estimated serum PFOA 

concentrations were moderately impacted. The mean serum PFOA concentrations increased 

nearly 5-fold compared to the modified original predictions, suggesting that the addition of 

epistemic uncertainty has a significant impact on the serum concentration predictions. 

However, the use of lognormal distributions with large standard deviations can result in 

some unrealistic values being sampled from the long tails of the distributions and inflation 

of the mean. The median is not impacted by the long tails, as seen in Table 2. The lowest 

mean rank correlation between the estimated and the original predicted serum concentrations 

was 0.77 for the years 2003, 2004 and 2005 as seen in Figure 2. The mean AOR was 

reduced by 25% (from 1.12 to 1.09). The total contribution of exposure uncertainty to the 

total uncertainty also increased to nearly 33% (compared to the original model). These 

results support previous literature that non-differential variability and epistemic uncertainty 

in independent parameters of individual-level exposure models and pharmacokinetic models 

can lead to bias in the effect estimates of environmental epidemiological studies towards the 

null and reduce the power as well as the precision of these studies (Thomas et al., 1993; 

Armstrong, 1998).

Our recent uncertainty analysis study in the PFOA exposure assessment modeling system on 

the C8 Heath Project/C8 Science panel study population (Avanasi et al., in press) focused on 

correlated exposure uncertainty in the predicted public water district PFOA water 

concentrations from environmental fate and transport models (correlated within each 

participant over the years and between participants with a shared drinking water source). 

Despite larger uncertainties in the predicted PFOA water concentrations, the impact of 

correlated exposure uncertainty on the epidemiological association is negligible compared to 

the impact of variability/epistemic uncertainty in independent exposure parameters seen 

here. Our previous study (Avanasi et al., in press) showed that shared uncertainty 

substantially impacted the absolute PFOA serum concentration predictions, but only mildly 

impacted the rank order of estimated serum PFOA concentrations (the lowest mean rank 

correlation between the estimated and the original predicted serum concentrations was 0.89) 
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and did not impact the mean AOR between PFOA serum concentration predictions and 

preeclampsia. These results seemed counter-intuitive, considering that large changes to 

exposure assignments might be expected to cause large changes in the epidemiological 

results. Together, these two studies suggest that in the PFOA exposure assessment modeling 

system, independent sources of error are more likely to change the rank order of exposure of 

participants and in turn impact the AOR of association than correlated uncertainty arising 

out of shared exposure sources. This may be due to relatively large differences (spanning 

several orders of magnitude) in PFOA concentrations between water districts for the C8 

Science Panel study area (Shin et al., 2011a), so that the rank order of exposure among 

participants is mostly preserved despite large changes to the PFOA groundwater 

concentration for each water district.

Notably, a prospective analysis of the same study population reported an AOR of 1.27 (95% 

CI: 1.05, 1.55) for PFOA and pregnancy-induced hypertension using measured serum 

concentrations and 2005–2010 birth records instead of modeled exposure assignments and 

self-reported health outcomes (Darrow et al., 2013). Preeclampsia is a type of pregnancy-

induced hypertension that also includes proteinuria; the presence or absence of preeclampsia 

was not recorded on the birth certificates and pregnancy-induced hypertension was not 

included on the C8 Health Project questionnaire (C8 Science Panel, 2011). Together, the 

retrospective and prospective studies show consistent associations between PFOA and 

pregnancy-induced hypertension (with or without proteinuria) in this study population, with 

low sensitivity to exposure uncertainty.

4.1. Limitations

Although the probability distributions for each of the exposure parameters in MC simulation 

I were derived from empirical evidence/self-reported values (percentile estimates of water 

ingestion rate distributions for standard water ingestion rates based on the self-reported 

ranges of the number of cups of water consumed in a day, the PFOA half-life based on the 

Olsen et al., 2007 study, and the PFOA volume of distribution based on the Butenhoff et al., 

2004 study), the choice of probability distributions reflecting epistemic uncertainty in MC 

simulation II for the PFOA half-life (two times the log standard deviation of the variability 

distribution) and PFOA volume of distribution (five times the log standard deviation of the 

variability distribution) were based on subjective judgments, with less clear interpretability. 

For example, the 95% probability interval (PI) of the half-life epistemic uncertainty 

distribution is 1.59–7.61 years and that of the volume of distribution is 0.006–6.09 L/Kg. As 

a sensitivity analysis, we also looked at an uncertainty distribution for the volume of 

distribution with a log standard deviation which is 10 times that used in the variability 

analysis. The 95% probability interval for this analysis is between 0.0002–195.6 L/Kg, 

resulting in a 50% decrease (from 1.12 to 1.06) in the mean AOR, but the analysis produced 

implausible serum PFOA concentration predictions with a mean of 23604.6 (95% PI: 

4643.9, 151368.5) ng/mL, orders of magnitude larger than 2005–2006 measured serum 

PFOA concentrations among consented C8 Health Project participants (n=48,998) for which 

the 95% PI was 4.3, 530.4 ng/mL. An epistemic uncertainty distribution for the volume of 

distribution with five times the standard deviation of the variability distribution is more 
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plausible considering the resulting mean (95% PI) PFOA serum concentrations among the 

300 iterations was 267.6 (63.5, 578.8).

It is to be noted that there is a data gap with respect to PFOA volume of distribution in 

humans, with the Butenhoff et al. (2004) monkey study being the only source of this 

information. Other existing PK models (Andersen et al., 2006; Loccisano et al., 2012; 

Loccisano et al., 2013; Tan et al., 2008) of PFOA in rats, monkeys and humans have all used 

the volume of distribution results of the Butnhoff et al. (2004) study to examine the kinetics 

of PFOA. Also, it is to be noted that the sample size of 3 female monkeys adds to the 

limitations of this study. However, choosing the appropriate epistemic uncertainty 

distributions (for half-life and volume of distribution) for MC simulation II is inherently 

subjective, as epistemic uncertainty refers to unmeasured attributes.

Because our MC simulation evaluates the impact of adding parameter variability/uncertainty 

(adds new measurement error) to the exposure estimates, rather than “correcting for” or 

“removing” measurement error, the AORs reported in Tables 3 and 4 indicate the expected 

direction of bias in the epidemiologic results due to additional measurement error rather than 

the AORs that would result from removing the measurement error. So, had there been no 

measurement error in the original exposure estimates, the AOR for serum PFOA and 

preeclampsia in this study population would likely have been higher than 1.12, with a wider 

confidence interval than originally estimated, because the original AORs were likely biased 

towards the null. Nonetheless, our simulations indicate that the epidemiological association 

between PFOA serum concentration predictions and preeclampsia in this study population is 

not very sensitive to variability/uncertainty in the retrospective exposure assignments.

Another limitation of this analysis is that we did not consider additional confounders or 

investigate impacts of uncertainty in the confounders used in the Savitz et al., 2012 study. A 

recent analysis by Watkins et al. (2013) investigated the association between measured/

model-predicted PFOA serum levels and the estimated glomerular filtration rate (eGFR), 

which could be a potential confounder for epidemiological studies that rely on measured 

serum PFOA. However, they noted that eGFR was not used in the models predicting serum 

PFOA concentrations for the C8 Health Project population, and therefore cannot be a 

confounder of epidemiological studies that rely on modeled (rather than measured) serum 

PFOA. Measurement error in the confounders could also have an impact on the AOR. 

Although parity, maternal age, and education level are likely to have been reported 

accurately by most participants, smoking is often subject to under-reporting, particularly 

among pregnant women (Shipton et al., 2009; Ford et al., 1997).

4.2. Conclusions

In the uncertainty analysis presented here, we studied the impact of realistic inter-individual 

variability/epistemic uncertainty in independent exposure parameters including the standard 

and self-reported water ingestions rates, PFOA half-life, and PFOA volume of distribution 

on the predicted serum PFOA concentrations and the association between PFOA and 

preeclampsia in the participants of the C8 Health Project. Variability and epistemic 

uncertainty in these independent parameters change the rank exposure among the study 

participants enough to cause a 25% bias in the AOR towards the null. This result is in line 
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with the previous literature which suggested that independent exposure measurement error 

can bias the effect estimate of an epidemiology study and suggests that the true AOR of 

association between PFOA and preeclampsia in the C8 Health Project/C8 Science Panel 

study population might be higher than originally reported with a wider confidence interval 

considering the effects of exposure uncertainty. We found it useful to study the impacts of 

these two types of exposure uncertainty (independent vs. correlated) separately. We think 

that future epidemiology studies with complex exposure scenarios and multiple sources of 

variability/uncertainty can separate out the two kinds of uncertainty and study them 

separately to better understand their potential impacts and to what extent, if any, they 

threaten the validity of epidemiological studies.
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Highlights

• PFOA exposure is linked to preeclampsia by a C8 Science Panel epidemiology 

study

• We study the impact of variability/uncertainty in independent exposure 

parameters

• We analyze the impact of water ingestion rates and PFOA pharmacokinetic 

parameters

• Our MC simulation shows a 25% bias towards the null in the AOR with 

preeclampsia

• The true AOR in this population might be higher than the previously reported 

AOR
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Figure 1. 
A plot of the mean and the 95% probability interval of the correlation coefficient between 

the estimated serum concentrations for each Monte Carlo iterate and the original estimated 

serum concentrations, for all the participants, over time- MC simulation I (analysis of the 

impact of variability in independent input parameters)
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Figure 2. 
A plot of the mean and the 95% probability interval of the correlation coefficient between 

the estimated serum concentrations for each Monte Carlo iterate and the original estimated 

serum concentrations, for all the participants, over time -MC simulation II (analysis of the 

impact of variability as well as epistemic uncertainty in independent input parameters)
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Figure 3. 
A boxplot of the point estimates of the log odds of preeclampsia occurrence from the 300 

iterations for MC simulation I and MC simulation II. The AOR using the original exposure 

assignments is shown as a dashed line.

Avanasi et al. Page 21

Environ Res. Author manuscript; available in PMC 2017 April 01.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript

Avanasi et al. Page 22

Table 1

The parameters μa and σa of the log-normal distribution for all age categories of standard water ingestion rates 

(mL/day) based on the U.S. Environmental Protection Agency (EPA) in the Exposure Factors Handbook (U.S. 

EPA, 2011)

Age category (years) Mean 95th Percentile μa σa

1 to < 2 308 893 −1.5697 0.8855

2 to < 3 356 912 −1.3044 0.7370

3 to < 6 417 1099 −1.1702 0.7688

6 to < 11 480 1251 −1.0199 0.7562

11 to < 16 652 1744 −0.7365 0.7859

16 to < 18 792 2002 −0.4941 0.7224

18 to < 21 895 2565 −0.4897 0.8704

21 to < 65 1183 2848 −0.0571 0.6709

65 or higher 1242 2604 0.0719 0.5381
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Table 2

The mean and the 95% probability interval (PI) of the median, mean, 25th and 75th percentile serum 

concentrations at birth (ng/mL), for 10,149 participants for each of the 2 Monte Carlo simulations (300 

iterations per simulation)

Simulation Median (95% PI) Mean (95% PI) 25th percentile (95% PI) 75th percentile (95% PI)

Modified original 9.4 51.1 5.1 32.5

MC simulation I 9.4 (6.8, 12.5) 58.4 (32.6, 93.0) 5.1 (4.9, 5.2) 33.2 (18.3, 51.3)

MC simulation II 8.7 (5.3, 13.3) 267.6 (63.5, 578.8) 4.9 (4.6, 5.1) 44.8 (12.0, 89.3)
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Table 3

The mean and 95% probability interval (PI) of the IQR of the log serum PFOA concentration (ng/mL) across 

the 300 iterations for each of the 2 MC simulations

Simulation Mean IQR (95% PI)

Modified original 1.85

MC simulation I 1.85 (1.32, 2.29)

MC simulation II 2.09 (0.96, 2.86)
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Table 4

The mean and the 95% probability interval (PI) of the AOR and the percent contribution of exposure 

uncertainty to total uncertainty for each of the two MC simulations. The AOR (and 95% confidence interval 

computed from participant sampling variability only) using the original exposure assignments is 1.12 (1.00, 

1.26)

Simulation Mean AOR (95% PI) Percent contribution of exposure uncertainty

MC simulation I 1.12 (1.00, 1.25) 6.9%

MC simulation II 1.09 (0.97, 1.23) 32.7%
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