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Abstract

While previous research has established that language-specific knowledge influences early 

auditory processing, it is still controversial as to what aspects of speech sound representations 

determine early speech perception. Here, we propose that early processing primarily depends on 

information propagated top-down from abstractly represented speech sound categories. In 

particular, we assume that mid-vowels (as in ‘bet’) exert less top-down effects than the high-

vowels (as in ‘bit’) because of their less specific (default) tongue height position as compared to 

either high- or low-vowels (as in ‘bat’). We tested this assumption in a Magnetoencephalographic 

(MEG) study where we contrasted mid- and high-vowels, as well as the low- and high-vowels in a 

passive oddball paradigm. Overall, significant differences between deviants and standards indexed 

reliable mismatch-negativity (MMN) responses between 200 and 300 ms post stimulus onset. 

MMN amplitudes differed in the mid/high-vowel contrasts and were significantly reduced when a 

mid-vowel standard was followed by a high-vowel deviant, extending previous findings. 

Furthermore, mid-vowel standards showed reduced oscillatory power in the pre-stimulus beta-

frequency band (18–26 Hz), compared to high-vowel standards. We take this as converging 

evidence for linguistic category structure to exert top-down influences on auditory processing. The 

findings are interpreted within the linguistic model of underspecification and the 

neuropsychological predictive coding framework.
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1. Introduction

Neuroimaging methods have been increasingly used to probe the mechanisms that underlie 

speech sound processing. Recently, a number of studies have demonstrated that linguistic 

category structure has specific modulatory effects on early stages of auditory perception 

(Bien and Zwitserlood, 2013; Cornell et al., 2011, 2013; Eulitz and Lahiri, 2004; Friedrich et 

al., 2008). Linguistic category structure allows speech sound classification according to their 

acoustic and articulatory properties, often described in terms of a deviation from the neutral, 

resting position of the mouth. For example, high vowels (e.g., [ɪ] as in ‘bit’) with a relatively 

high tongue position during production can be distinguished from low vowels (e.g., [æ] as in 

‘bat’) with a relatively low tongue position during production. Some theories assume that 

vowels that fall between high and low vowels (e.g. [ε] as in ‘bet’) are neither high nor low, 

and, being produced with a neutral tongue position, have no descriptive feature for tongue 

height (Lahiri and Reetz, 2002, 2010; Scharinger and Idsardi, 2014). The production of mid 

vowels in English does not necessarily lead to a larger spread of individual vowel tokens, 

but rather to greater overlap with neighboring vowel category tokens (Hillenbrand et al., 

1995). These vowels are assumed to be underspecified and may refer to a rather unspecific 

motor plan regarding their tongue height.

Recently, it has been proposed that less specific, underspecified vowels have less intrinsic 

“predictive” value compared to more specific, specified vowels (Eulitz and Lahiri, 2004; 

Scharinger et al., 2012a; Scharinger et al., 2012b). Scharinger et al. (2012b) demonstrated 

that the unspecific category structure of the American English vowel [ε] influenced 

processing, as indexed by the Mismatch Negativity, an automatic change and prediction 

error response of the brain (Näätänen and Alho, 1997; Schröger, 2005; Winkler, 2007). In a 

passive oddball design, the authors contrasted the high- and low-vowels [ɪ] and [æ] in 

standard position with the low- and high-vowels [æ] and [ɪ] in deviant position. This 

condition showed a relatively large acoustic distance of the first resonance frequencies (first 

formant, F1) between the vowels and was compared to a condition in which the acoustic F1 

distance was relatively small, i.e., in which the standard was either specific ([æ]) or 

unspecific ([ε]), contrasting with the deviants [ε] and [æ]. The results showed similar 

symmetric mismatch responses in the large F1-distance condition, while the small F1-

distance condition showed asymmetric MMN differences: the condition with unspecific [ε]-

standards yielded significantly reduced MMN amplitudes compared to the condition with 

specific [æ]-standards. This result is consistent with other electrophysiological studies 

(Cornell et al., 2011, 2013; Eulitz and Lahiri, 2004). Within the framework of predictive 

coding (Friston, 2005; Garrido et al., 2009), this pattern was interpreted as evidence for [ε] 

being inherently less predictive, such that the prediction error upon encountering the deviant 

[æ] was reduced.
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While this study suggests that linguistic category structure may indeed influence early 

auditory processing, generalization to further vowel contrasts was impossible (e.g., between 

[ε] and [ɪ]). Moreover, there was no measure with a closer relation to the assumed top-down 

propagation of category information (strong for [ɪ] and [æ], weak for [ε]). In this regard, 

recent research suggests that cortical oscillations index directional message passing between 

different levels of the cortical hierarchy (Arnal and Giraud, 2012; Arnal et al., 2011; Engel 

and Fries, 2010; Fontolan et al., 2014). In particular, cortical oscillations within the beta-

band (15–30 Hz) are assumed to reflect endogenous top-down processes that are interpreted 

within the predictive-coding framework (Wang, 2010). In this framework, beta-power scales 

with prediction strength that is propagated downward from representational units to lower 

processing levels. This mechanism should also operate on speech sound category 

representations, such that differences in linguistic structure lead to differences in cortical 

beta-power, which should arise prior to stimulus presentation in an MMN paradigm.

Thus, the current Magnetoencephalography (MEG) study has two primary goals: (1) to 

examine cortical oscillations as means to further elucidate the mechanisms by which 

linguistic category structure exerts influence on lower-level auditory processing, and (2) to 

extend the MMN findings from Scharinger et al. (2012b) to the contrast between the vowels 

[ε] and [ɪ]. We expect (1) beta-power to differ between [ε] and [ɪ] presented as standards, 

where predictions build up (Winkler et al., 1996a) and should most strongly be influenced 

by linguistic category structure, and (2) the MMN to be reduced or absent if deviant [ɪ] 

follows the standard [ε].

2. Methods

2.1. Participants

Thirteen students, all native speakers of American English, were recruited from the 

University of Maryland (9 females, 4 males, mean age 21 ± 1.3 years). They had no reported 

history of hearing or neurological problems and participated for class credit or monetary 

compensation ($10 per hour). All participants provided informed written consent and tested 

strongly right-handed (> 80%) on the Edinburgh Handedness Inventory (Oldfield, 1971). 

The study was approved by the Institutional Review Board of the University of Maryland 

and in accordance with the declarations of Helsinki.

2.2. Materials

Stimulus material was similar to that used in Scharinger et al. (2012b) and involved 10 

renditions of each of the vowels [æ], [ε] and [ɪ], produced by a female native speaker of 

American English, who made a robust three-way height distinction (see Figure 1). All 

vowels were recorded embedded in the carrier sentence “I will say h__d again”. This was 

repeated 20 times for each vowel. The phonetically trained speaker ensured that vowels had 

the quality of short vowels. The speech material was digitized at 44 kHz with 16 bit 

amplitude resolution using the phonetic sound application PRAAT (Boersma and Weenink, 

2011). We then spliced 100 ms out of the steady-state portion of the respective vowels from 

the carrier sentences and selected a final set of 10 vowels on the basis of intensity and pitch. 

The first 10 ms of each vowel was multiplied with the first half period of a (1−cos(x))/2 
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function and the last 10 ms with the first half period of a (1+cos(x))/2 function to reduce 

acoustic artifacts. Stimulus intensity was normalized to 70 dB within PRAAT, which 

corresponds to sound-pressure level (SPL, Boersma and Weenink, 2011). We further set up 

the sound delivery system in the MEG scanner such that participants would hear the stimuli 

at a level of 60 dB SPL, which was confirmed using a sound pressure level meter in the 

MEG cabin. Finally, we obtained three independent opinions regarding the perceived 

loudness of the three vowel types in the scanner. Since no differences in perceived loudness 

was reported, no further loudness modifications were deemed necessary. Detailed acoustic 

measures of the vowel stimuli are provided in Table 1 and illustrated in Figure 1.

Spectral analyses of the vowel stimuli involved a linear predictive coding (LPC) formant 

analysis and estimated the first three resonant frequencies (formants, F1–F3). As the three 

vowels mainly differ in tongue height, which is inversely correlated with F1 frequency 

(Stevens, 1998), we had defined that the opposition of [æ] and [ɪ] constitutes the large F1-

distance condition, while the opposition of [ε] and [ɪ] represents the small F1-distance 

condition. This definition was corroborated by the Euclidean F1 distances which were larger 

between [æ] and [ɪ] (491.8 Hz) than between [ε] and [ɪ] (269.5 Hz; t (18) = 17.88, p < 

0.001).

2.3. Design

Vowel stimuli were presented in a passive standard/deviant many-to-one oddball paradigm 

(Winkler et al., 1999): The vowels [æ]/[ɪ] (large F1 distance) and [ε]/[ɪ] (small F1 distance) 

were distributed over four blocks (the order permutated across participants) in which they 

occurred in either standard (p = 0.875, N = 700) or deviant position (p = 0.125, N = 100, for 

details, see Figure 1C). We referred to the direction of standard/deviant presentation as “F1 

increasing” if the deviant had a higher F1 (lower tongue position) than the standard (i.e. [ɪ]-

[æ]; [ɪ]-[ε]) and as “F1 decreasing” if the deviant had a lower F1 (higher tongue position) 

than the standard (i.e. [æ]-[ɪ]; [ε]-[ɪ]). The distribution of vowel stimuli over the factor levels 

is illustrated in Table 2.

The 10 different vowel renditions for standards and deviants had the same probability of 

occurrence. Note that using different renditions for standards is beneficial for activating 

memory traces not bound to a particular phonetic realization but rather referring to an 

abstract representation (see Phillips et al., 2000). The number of consecutive standards 

pseudo-randomly varied between 3 and 10, and inter-stimulus intervals (ISIs) were jittered 

between 500 and 1000 ms (in steps of 1 ms, random selection from a uniform distribution) 

to prevent participants from entraining to a specific presentation rhythm. A total of 800 

vowel stimuli were presented in each block, leading to block durations of approximately 15 

minutes and a total experiment duration of about 90 minutes. This included participant 

preparation and debriefing. Stimulus presentation was controlled by Presentation software 

(Neurobehavioral Systems, Albany, CA); delivery of auditory stimuli into the shielded MEG 

chamber was achieved by air conduction transduction and non-magnetic earphones 

(Etymotic Research Inc., IL, USA), resulting in a binaural, comfortable listening level at 60 

dB (SPL). Earphones (Etymotic ER3A insert) were calibrated to have a flat frequency 
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response between 50 Hz and 3100 Hz within the shielded room. This guaranteed an optimal 

acoustic delivery of the first three vowel formant frequencies (Stevens, 1998).

2.4. MEG recording

MEG activity was recorded from 157 axial gradiometers (whole-head system, Kanazawa 

Institute of Technology, Kanazawa, Japan) at a sampling rate of 500 Hz. Data were online 

filtered between DC and 200 Hz, together with a notch filter of 60 Hz to reduce ambient 

electrical noise. Participants lay supine in a magnetically shielded chamber, with two pre-

auricular and three pre-frontal electrodes attached to them to account for head movement 

within the scanner.

Prior to the main experiment, an auditory localizer was performed to independently 

determine the 10 strongest channels per hemisphere in response to sinusoidal tones. To that 

end, participants were instructed to silently count a total of 150 high (1000 Hz) and 150 low 

(250 Hz) tones.

During the main experiment, participants passively listened to vowel stimuli presented in 

four blocks, as illustrated in Figure 1C, with short breaks in-between each block. 

Participants viewed a silent movie of their choice to reduce excessive eye movements and to 

maintain an awake state (Tervaniemi et al., 1999). A projector outside the shielded chamber 

projected the movie through a mirror system onto a 36 × 24 cm screen mounted 

approximately 15 cm above the participants.

2.5. MEG preprocessing and analysis

All MEG raw data were analyzed within fieldtrip (Oostenveld et al., 2011), running on 

Matlab 2009b (Mathworks, Inc., Natick, MA, USA). In a first step, environmental and 

sensor noise was removed from the MEG raw data by means of a multi-shift PCA noise 

reduction algorithm (de Cheveigné and Simon, 2007, 2008).

2.5.1. Auditory localizer—Neuromagnetic responses to the sinusoids in the auditory 

localizer pre-test were epoched from −200 pre-stimulus onset to 500 ms post-stimulus onset. 

Epochs were band-pass filtered between 0.3 Hz and 30 Hz (Hamming-window digital 

Butterworth filter). For baseline correction, the mean amplitude of the pre-stimulus window 

(−200-0 ms) was subtracted from the epoch. Responses to 250 Hz and 1000 Hz tones were 

averaged separately.

The scalp distribution of the resulting averaged evoked field between 90 and 140 ms post 

stimulus onset was consistent with the typical N1m source in supra-temporal auditory cortex 

(Diesch et al., 1996) for all participants and tone types. Magnetic sources and sinks were 

distributed over posterior and anterior positions with a typical reversal across hemispheres 

(Figure 2). From the by-participant average of the auditory localizer, the strongest 5 

channels per quadrant (left anterior, left posterior, right anterior, right posterior) were 

selected for subsequent MMN analyses. This was done on the basis of both the 250 Hz and 

1000 Hz tones. In rare cases, the strongest channels differed between the two tones in which 

case the selection was based on the 1000 Hz tone (see Scharinger et al., 2012b), which 

typically has a larger amplitude and shorter latency.
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2.5.2. Passive oddball paradigm evoked responses—Epochs 1000 ms in duration 

were extracted from the continuous waveform centered around stimulus onset, i.e., −500 ms 

(pre-stimulus onset) to 500 ms (post-stimulus onset) for all trials, to allow an examination of 

pre-stimulus effects as well as evoked responses. First, a Hamming-window digital 

Butterworth low pass filter at 100 Hz was applied to the data. Subsequently, we applied 

automatic artifact rejection and channel repair to remove outliers and noisy channels. 

Epochs containing artifacts or epochs with amplitudes exceeding 3 pT (pT, 10−12 Tesla) 

were automatically discarded from further analyses using fieldtrip (Oostenveld et al., 2011). 

This helped eliminate MEG jump artifacts, muscle artifacts, and extensive eye movements. 

This affected less than 15% of trials on average per participant. Channel repair involved the 

detection and interpolation of dead channels. Interpolation was done using the average of the 

four nearest neighbors for the respective dead channels. No more than two channels per 

participant had to be interpolated.

For evoked-response MMN analyses, epochs were re-defined to include a 100 ms pre-

stimulus and a 500 ms post-stimulus window. Bandpass-filtering was done between 0.3 and 

30 Hz using Hamming-window digital Butterworth filter. The mean amplitude of the −100 

to 0 ms pre-stimulus window was subtracted from the epoch. Root-mean squared (RMS) 

amplitudes were calculated over the channels of interest obtained from the auditory 

localizer, separately for the left and right hemisphere of each participant. For illustration 

purposes in Figures 2 and 3, epochs were additionally low-pass filtered at 15 Hz using a 

Hamming-window digital Butterworth filter.

2.5.3. Time-frequency analyses—Time-frequency analyses were done separately for 

standards and deviants. First, cleaned data (epochs of 1 sec, low-pass filtered at 100 Hz as 

described above) were down-sampled to 125 Hz, and the linear trend was removed from the 

data using General Linear Modeling, as implemented in Fieldtrip. Subsequently, single-trial 

MEG data was decomposed into time-frequency representations with a Morlet wavelet 

analysis (Bertrand and Pantev, 1994) for each channel centered around each time point. The 

analysis was carried out using Hanning windows that moved in steps of 10 ms along the 

temporal dimension (from −500 to 500 ms). In the spectral dimension, we used 1-Hz bins 

from 1 to 30 Hz. Wavelet widths ranged from 1 to 8 cycles, equally spaced over the 30 

frequency bins. For normalization, analysis windows were divided by their number of 

points. Resulting complex values of each frequency bin were transformed to power values, 

and mean power values of a pre-stimulus baseline interval (−300 to −200 ms) were 

subtracted from the epoch. The selection of this time window was based on the following 

considerations: (a) It should contain a minimum of activity from previous stimuli, and (b) it 

should leave room for a pre-stimulus window that is not subtracted from the epoch. With the 

above window selection, only in the shortest ISI that occurred in 0.2% of the standards in a 

block, would this window contain potential activity from a previous stimulus occurring at 

latencies > 300 ms. At the same time, it would allow for a 200 ms pre-stimulus window that 

was not subtracted from the epoch.

Note that due to the single-trial time-frequency transformation, resulting time-frequency 

representations contain both evoked and induced (total) power. Power latencies used in the 

statistics and shown in the Figures are based on the middle latencies of the wavelets.
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2.6. Data Analysis

For all analyses, the first three standards of each block and the first standard after a deviant 

were discarded.

2.6.1. MMN responses—Inspection of the grand average waveforms (Figure 3) revealed 

the strongest mismatch effects between 200 and 300 ms post stimulus onset. Note that we 

have defined the mismatch response as a difference in the evoked field between the same 

physical stimulus in deviant and in standard position (identity MMN; Pulvermüller and 

Shtyrov, 2006; Pulvermüller et al., 2006), based on the RMS as in previous research (see 

Herholz et al., 2009; Lappe et al., 2013; Scharinger et al., 2012b; “difference of the RMS 

method”). The above-defined window is comparable with windows used in previous 

research and also with respect to slightly later MMN peaks to speech sounds compared to 

sinusoids (Phillips et al., 2000; Scharinger et al., 2012b).

Since the method of defining the MMN by subtracting the RMS of the standard from the 

RMS of the deviant may be insensitive to topographical differences, we additionally 

calculated the MMN as the RMS of the deviant-standard difference (“RMS of the difference 

method”). Differences between deviant and standard responses (RMS averages for each 

participant in each condition and hemisphere) were tested in a linear mixed-effect model 

(LMM) using the lme 4 package (Bates et al., 2014) within the statistical software R (R 

Development Core Team, 2014). Reported F-values are estimated by the lmerTest package 

(Kuznetsova et al., 2014). The model was comprised of the random effect participant, the 

fixed effects position (standard, deviant) and hemisphere (left, right), as well as the 

interaction position x hemisphere. The effect of position was significant (F(1,192) = 19.04, p 

< 0.001), with larger amplitudes for deviants than standards. Neither hemisphere nor the 

interaction hemisphere x position reached significance (all Fs < 1, p > 0.60).

Subsequently, we focused on differences between deviants and standards that were 

calculated separately for each direction (increasing F1, decreasing F1), distance condition 

(large F1/small F1), and participant, based on either the difference of the RMS method or the 

RMS of the difference method. In both cases, difference values were entered into different 

linear mixed-effect models. These models involved a random subject effect and the fixed 

effects distance (large F1 distance, small F1 distance), direction (increasing F1, decreasing 

F1) and hemisphere (left, right), as well as the interaction between the effects of distance 

and direction. Post-hoc analyses were calculated using the multcomp package in R (Bretz et 

al., 2011) and consisted of Tukey-adjusted t-tests with z-transformed t-values. Post-hoc 

comparisons were driven by our assumption that responses should not differ between the 

factor levels of direction in the large F1 distance condition (same predictive standard 

context), while responses should differ between the factor levels of direction in the small F1 

distance condition (predictive and non-predictive standard context).

2.6.2. Power contrasts—Power analyses focused on standard responses. Grand averages 

of the time-frequency analyses showed discernible differences between [ε] and [ɪ] in the 

small F1 distance condition. These differences were most pronounced in a beta-cluster (17–

27 Hz) from −70 to 30 ms (pre-stimulus beta) and in a theta-cluster (4–7 Hz) from 300 to 
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400 ms (theta, cf. Figure 4). The definition of these regions was based on visual inspection 

and on typical beta and theta-frequency findings (Engel and Fries, 2010; Strauß et al., 2014). 

The by-participant power of these regions was averaged across channels, time- and 

frequency-bins (separately for the four standards) and subjected to LMMs with the same 

structure as for the MMN analyses (random factor subject, fixed effects distance and 

direction, and the interaction distance × direction). Post-hoc tests were calculated as 

described above.

To obtain a more conservative measure of power contrasts without prior assumptions of 

regions of interest, we additionally followed a multilevel statistical approach for time-

frequency power comparisons (e.g. Henry and Obleser, 2012; Strauß et al., 2014). At the 

first level, we calculated independent-samples t-tests between the single-trial time-frequency 

power values of [æ] and [ɪ] (large F1 distance condition) and of [ε] and [ɪ] (small F1 

distance condition). Uncorrected by-participant t-values were obtained for all time-

frequency bins of all channels. At the second level, t-values were tested against 0 with 

dependent-sample t-tests. A Monte-Carlo nonparametric permutation method with 1000 

randomizations as implemented in fieldtrip (Oostenveld et al., 2011) estimated type I-error 

controlled cluster significance probabilities (at p < 0.05).

3. Results

3.1. MMNs

Grand averages of standard and deviant responses for all four conditions are illustrated in 

Figure 3.

The LMM on the MMN response using the difference of the RMS method showed a main 

effect of distance (F(1,84) = 4.25, p < 0.05), with larger MMN responses in the large F1 

distance condition than in small F1 distance condition (z = 2.93, p < 0.01). Crucially, 

distance interacted with direction (F(1,84) = 4.40, p < 0.05). This interaction effect 

recapitulates the distinction between predictive and non-predictive contexts from Table 2, 

with the one non-predictive context eliciting a smaller MMN. Post-hoc comparisons showed 

that in the large F1 distance condition, MMN responses did not differ between the increasing 

([ɪ]-[æ]) and decreasing ([æ]-[ɪ]) direction (z = 0.03, p = 0.98), while in the small F1 

distance condition, MMN responses were smaller in the decreasing ([ε]-[ɪ]) than in the 

increasing ([ɪ]-[ε]) direction (z = −2.92, p < 0.01; see Figure 3). No other effects or 

interactions were significant (all Fs < 2, p > 0.2).

The LMM on the MMN response using the RMS of the difference method showed a main 

effect of distance (F(1,84) = 10.74, p < 0.01), with larger MMN responses in the large F1 

distance condition than in small F1 distance condition. Furthermore, there was a trend for a 

direction x distance interaction (F(1,84) = 2.80, p = 0.09). Although strictly speaking not 

legitimate to decompose, we examined the pattern of this interaction and found that in the 

large F1 distance condition, MMN responses did not differ between the increasing ([ɪ]-[æ]) 

and decreasing ([æ]-[ɪ]) direction (z = 1.15, p = 0.44), while in the small F1 distance 

condition, MMN responses were smaller in the decreasing ([ε]-[ɪ]) than in the increasing 

([ɪ]-[ε]) direction (z = −3.52, p < 0.01).
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3.2. Power

The LMM on total beta power in the pre-stimulus region of interest (−70–30 ms) showed no 

significant main effects (all Fs < 2), but a significant interaction of distance and direction 

(F(1,48) = 5.18, p < 0.05). Planned comparisons revealed that power values did not differ 

between the standards [æ] and [ɪ] in the large F1 distance condition (z = 0.64, p = 0.77, see 

Figure 4A), but in the small F1 distance condition, beta power in response to standard [ε] 

was significantly smaller than in response to standard [ɪ] (z = −2.58, p < 0.05, see Figure 

4B).

The LMM in the theta regions of interest showed no significant main effects or interaction 

(all Fs < 3, p > 0.2). Note that we also looked at power differences in the deviants 

(illustrated in Supplementary Figure 1). These analyses revealed power reductions between 

15 and 25 Hz at latencies around 300 ms post stimulus onset in all vowels but mid [ε]. As a 

result, deviant [ε] showed higher beta-power than deviant [ɪ] in the small F1 distance 

condition. The difference plot also revealed higher pre-stimulus (−100 to −50 ms) beta for 

deviant [ε] than for deviant [ɪ]; however, LMMs on power values obtained from these 

regions did not show any significant effects, and only trends for interactions (Fs < 3, p > 

0.09).

The more conservative multi-level statistical approach confirmed that power in the small F1 

distance condition differed between [ε] and [ɪ] in a time-frequency region between −50 and 

20 ms and between 18 and 26 Hz. This is visible from a negative cluster illustrated in Figure 

5B with a right-anterior distribution that survived the cluster-permutation based threshold. 

Note that power differences in theta band (as suggested by Figure 4) and power differences 

in the beta band for deviants did not survive this statistical threshold (t = ± 2.18). The multi-

level approach also confirmed that there were no power differences between the standards in 

the large F1 distance condition (Figure 5A).

4. Discussion

The main result of our neuromagnetic study on the processing of vowels with differing 

linguistic structure is that the mid vowel [ε] (as in ‘bet’) consistently resulted in neural 

patterns that were distinct from the more specific high vowels [ɪ] and [æ]: oscillatory power 

in the beta-band was reduced even before the onset of [ε] in standard position, compared to 

[ɪ]. Moreover, MMN amplitudes were significantly reduced when standard [ε] preceded 

deviant [ɪ], compared to the reverse case, i.e. when standard [ɪ] preceded deviant [ε]. We 

interpret this as evidence that mid [ε] is indeed underspecified in its long-term representation 

and exerts less predictive top-down effects during processing. The difference in the 

statistical patterns between the difference of the RMS and the RMS of the difference 

methods suggest that the effects were accompanied by topographical differences between 

conditions. This implies different source configurations depending on the vowel stimuli, 

which is consistent with previous observations of dipole differences as a function of vowel 

type (e.g. Obleser et al., 2004; Scharinger et al., 2011). These differences in configuration 

may also underlie the MMN response.
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The pre-stimulus oscillatory beta-power effect provides evidence for a (mainly) predictive 

top-down mechanism that operates before sensory evidence actually becomes available. Our 

findings are discussed in detail below, and are compatible with both a neuropsychological 

predictive coding framework (Baldeweg, 2006; Friston, 2005) and a linguistic 

underspecification account (Lahiri and Reetz, 2002, 2010; Scharinger, 2009).

4.1. Beta oscillations distinguish between speech sounds of differing specificity

Brain oscillatory activity is increasingly used to examine the dynamics and functional 

coupling and uncoupling of networks involved in cognitive processing (Buzsáki, 2006; 

Buzsáki and Draguhn, 2004; Mazaheri et al., 2014), as well as in processing speech and 

language (Arnal et al., 2011; Doelling et al., 2014; Lewis et al., 2015; Luo and Poeppel, 

2007; Obleser and Weisz, 2012; Peelle and Davis, 2012). Furthermore, brain oscillatory 

activity has been studied against the background of predictive processing (Arnal and Giraud, 

2012; Arnal et al., 2011; Morillon and Schroeder, 2015; Peelle and Davis, 2012; Stefanics et 

al., 2011). Regarding our specific assumptions of the top-down propagation of category 

information onto speech sound processing, a particular role has been ascribed to beta-band 

(15–30 Hz) oscillations in electrophysiological responses (Arnal and Giraud, 2012; 

Bidelman, 2014; Buschman and Miller, 2007; Engel and Fries, 2010; Fontolan et al., 2014). 

These studies suggest that top-down propagation of predictive information is indexed by 

beta-band synchrony. Fontolan et al. (2014) showed that beta (15–30 Hz) frequencies were 

dominant in propagating information top-down (from higher levels of processing to lower 

levels of processing), while gamma (30–80 Hz) frequencies were dominant in propagating 

information bottom-up (from lower levels to higher levels of processing). This functional 

separation of frequency channels aligns with assumptions of the predictive coding 

framework (Friston, 2005), with prediction errors stemming from bottom-up sensory 

evidence being projected bottom-up, and predictions stemming from representational units 

being projected top-down (Arnal and Giraud, 2012; Wang, 2010). Given these findings and 

our interest in top-down propagation of information derived from linguistic category 

structure, we focused on low-frequency oscillations and examined the oscillatory dynamics 

during and prior to the processing of standard stimuli. Note that we restricted these analyses 

to the standards because we assumed that they would show the top-down effect most 

strongly, since conflicting bottom-up evidence was only encountered with deviants.

We found that pre-stimulus beta-power (18–26 Hz) was significantly reduced for [ε] as 

compared to [ɪ]. No such differences were observed between the standards [æ] and [ɪ]. We 

interpret this pattern to reflect differences in linguistic category structure, setting apart the 

mid-vowel [ε] from the high vowel [ɪ]. Presented in standard position, top-down propagation 

of linguistic category structure information appears to have been weaker (or less predictive) 

for [ε] than for [ɪ], because of the less specific representation of [ε]. We propose that this 

top-down effect is indexed by beta-power reduction, consistent with studies suggesting that 

beta-power scales with prediction strength propagated downward from representational units 

to lower-level auditory processing (Arnal et al., 2011; Fontolan et al., 2014). Note that the 

pre-stimulus beta-power difference strengthens the claim that the underlying mechanism is 

of a predictive nature. Beta-power effects after stimulus onset, for which we found only 

weak statistical evidence in this study, may be interacting with bottom-up sensory evidence. 
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Our strong focus on top-down modulations precluded us from looking at gamma oscillations 

but extending oscillation analyses to higher frequencies is clearly necessary in future work.

It is possible that the pre-stimulus time-interval may have been contaminated by oscillatory 

activity from preceding standards. While we cannot exclude such a possibility, we would 

argue that considerable contamination should only occur at the shortest ISI of 500 ms 

between subsequent standards. In 0.2% of the standards, oscillatory activity from latencies 

larger than 300 ms of a preceding standard may have spilled over into the −300 to −200 pre-

stimulus window used as the baseline; however, even at the shortest ISI, it is unlikely that 

any oscillatory activity in the first 400 ms after preceding stimulus onset may have 

contributed to the pre-stimulus oscillatory effect of a subsequent standard. While we 

acknowledge that the assumed pre-stimulus effect may contain some bottom-up activity, we 

suspect that it is primarily driven by top-down processing.

Note that regarding the power results of the deviants, no pre-stimulus power difference in 

the small F1-distance could be observed. Our study cannot adjudicate between two possible 

interpretations: On the one hand, it is possible that the lack of a pre-stimulus power effect 

for deviants is related to the fact that deviant trials had a much smaller number than standard 

trials. On the other hand, a more plausible reason for this finding may have to do with the 

fact that top-down expectations for subsequent standards actually decrease with increasing 

numbers of standards. Participants in this experiment implicitly learn that after a couple of 

standards, it is more and more likely to encounter a deviant, such that the top-down 

propagation of linguistic information (pertaining to a following standard) is actually reduced 

prior to the deviants as compared to other positions within the standard sequence. Clearly, 

these two interpretations are speculative at the moment and require further research.

Apart from a predictive account, differences in beta-power from standard-[ε] responses 

might arise if participants did not interpret the mid-vowel tokens used in this experiment as 

prototypical category members. This possibility is based on the observation of Bidelman 

(2014), who found that beta-power was increased in response to prototypical vowel sounds, 

compared to less prototypical, ambiguous vowel sounds. The authors also showed that beta-

power scaled with the slope of the psychometric identification function, suggesting that 

beta-power codes the strength of categorical percepts. Note that this assumption is not 

necessarily at odds with the proposed scaling of beta-power with top-down information 

propagation. It might be possible that speech sounds with less specific representations have 

more ambiguous realizations. Thus, it may have been more likely to obtain ambiguous 

tokens for [ε] than for [ɪ] or [æ], which in turn caused the reduction in beta-power; however, 

this interpretation remains speculative as we have no independent measure of whether 

participants in fact interpreted the vowel stimuli as non-prototypical category members.

A more general interpretation of the observed beta-effects with regard to sensori-motor 

interactions, as suggested by the link between beta-oscillations and motor activity (Aumann 

and Prut, 2015; Classen et al., 1998; Engel and Fries, 2010), is beyond the scope of this 

paper. We speculate that the reduced beta-power in response to [ε] might reflect less specific 

motor plans (and therefore less specific acoustic consequences), because [ε] is produced 

with a neutral tongue position. This contrasts with [ɪ], where the tongue has to reach a 
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specifically high target position, and with [æ], where the tongue has to reach a specifically 

low target position. Clearly, future research and experiments with possibilities of source-

localizing beta-power effects in speech perception are necessary in order to arrive at more 

conclusive evidence.

4.2. Asymmetries in MMN responses

A growing body of research suggests that early, pre-attentive sound processing is influenced 

by the native language of the listener (Dehaene-Lambertz et al., 2000; Näätänen, 2001; 

Näätänen et al., 1997; Peltola et al., 2003; Pettigrew et al., 2004; Sharma and Dorman, 2000; 

Winkler et al., 1999). In these studies, the MMN (amplitude and/or latency) is influenced by 

linguistic information beyond mere acoustic contrasts. Further research has revealed that the 

MMN is not only sensitive to the statistics of sound sequences (Alexandrov et al., 2011; 

Bonte et al., 2005), but also to the abstract linguistic structure of the speech sounds 

themselves (Cornell et al., 2011, 2013; Eulitz and Lahiri, 2004; Scharinger et al., 2012a; 

Scharinger et al., 2012b). In particular, Scharinger et al. (2012b) set out to test the claim that 

the mid vowel [ε] is less specified than either [ɪ] or [æ] with regard to the vowel’s tongue 

height. In their MEG study, the authors could show that the amplitude of the MMN was 

significantly reduced if the deviant [æ] occurred in the context of [ε], but not if the deviant 

[ε] occurred in the context of [æ]. Here, we complemented this design by examining the 

effects of the deviant [ɪ] in the context of [ε] and found very similar results: The MMN to [ɪ] 

in the context of [ε] was reduced, compared to the MMN to [ε] in the context of [ɪ]. By 

contrast, the opposition of [æ] and [ɪ] yielded symmetrical MMN responses in both 

directions, again similar to the results of Scharinger et al. (2012b). Note that in the statistical 

analysis of this study, we accounted for a possible acoustic confound. While the main effect 

of acoustic distance is in line with the existing evidence for the MMN amplitude to be 

positively correlated with the acoustic distance between standards and deviants in some 

studies (see Näätänen et al., 2007, for a review), the interaction of the effects of distance and 

direction and the interaction pattern (Figure 3) exclude the possibility that the observed 

effect is solely of an acoustic origin. Note, however, that we cannot make a strong claim to 

this effect due to the observed divergence of the MMN results between the difference of the 

RMS and the RMS of the difference method. Future research is necessary to allow for a 

more concise separation of acoustic and categorical effects and concomitant topographic 

differences in the MMN.

These notes of caution aside, the underspecification model assumes that the mid vowel [ε] 

has no long-term memory representation for tongue height because this vowel is produced 

with a neutral tongue position that is neither low (as [æ]) nor high (as [ɪ]). For this reason, 

the memory trace activated by the standard [ε] lacked tongue height information (for a 

similar argument, see Eulitz and Lahiri, 2004). The deviant [ɪ], then, did not provide 

conflicting tongue height information: The resulting MMN was not enhanced by linguistic 

category information, i.e., was reduced. In the reverse condition, the standard [ɪ] assumedly 

activated a long-term memory representation for tongue height (i.e., high, and its acoustic 

correlate, low F1), and the deviant [ε] did provide conflicting tongue height information (in 

its acoustic F1 value being outside of the predicted range induced by the high-vowel 

standards): The resulting MMN was enhanced by linguistic category information (i.e., was 
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significant in this experiment). Note that the underspecification account introduced by Lahiri 

and colleagues (Lahiri and Reetz, 2002, 2010) does not ascribe to a pure acoustic approach 

that would assume auditory representations to be built on the observed statistics of speech. 

Neither does it ascribe to a pure articulatory approach that would claim that there is no 

motor plan pertaining to tongue position for the production of mid vowels. A difficulty for a 

pure acoustic approach results from the observation that mid vowel realizations are not 

necessarily more variable (in terms of F1 spreading), but rather more likely to overlap with 

vowel tokens of neighboring categories (Hillenbrand et al., 1995), and thus, harder to 

discriminate. Note, however, that Hillenbrand et al. (1995) did not find evidence that the 

mid vowels were harder to discriminate than the non-mid vowels. By contrast, Peterson and 

Barney (1952) showed that [ε] had one of the lowest accuracy rates of any category. 

Moreover, [ε] and [æ] were the most confused categories. All of this is with the caveat that 

accuracy was very high in both studies. Thus, it is not necessarily the case that mid-vowels 

are harder to recognize, but perhaps harder to discriminate from neighbouring vowels in 

same cases.

A pure articulatory approach is challenged by the observation that high and low vowels are 

characterized by relatively stable F1 values that are robust against tongue displacements 

(Perkell, 1996). Thus, the specification of tongue height in high and low vowels does not 

necessarily mean that articulatory targets are very precise and constrained, while the non-

specification of mid vowels does not necessarily mean that acoustic realizations show more 

F1 variations. While a more thorough discussion of acoustic vs. articulatory approaches is 

beyond the scope of this article, it is important to note that the underspecification approach 

and in fact, most theories assuming abstract phonological features, envisages abstract 

phonological information that represents the interaction between articulatory configurations 

and acoustic consequences.

Within the predictive coding framework, it is assumed that standard presentations help the 

suppression of prediction errors while integrating bottom-up sensory information with top-

down predictions. These predictions may be derived from linguistic category structure (see 

Scharinger et al., 2012a; Scharinger et al., 2012b). When the deviant occurs, the sensory 

bottom-up information fails to meet the top-down prediction. The consequence is the 

elicitation of an MMN (Bendixen et al., 2012; Näätänen and Winkler, 1999; Winkler et al., 

1996b). For the current experiment, we assume that the mid-vowel [ε] differs from the high-

[ɪ] and low-vowel [æ] in its predictiveness: Since [ε] is not specified for tongue height in its 

long-term memory representation, the top-down support from this representation is 

relatively weak and leads to a less precise prediction regarding tongue height and the 

acoustic consequences thereof. As a result, the prediction error elicited by the deviant [ɪ] 

should be relatively weak, consistent with the reduced MMN. On the other hand, in all other 

cases, the vowels [ɪ] and [æ] in standard position were more predictive: Their specific 

tongue height information (high vs. low) allowed stronger top-down support, leading to 

possibly more precise predictions regarding tongue height and its acoustic consequences. In 

turn, the respective deviants elicited a strong prediction error that was reflected in significant 

MMNs. While Scharinger et al. (2012b) did not provide experimental evidence for possible 

top-down propagations of predictions, the time-frequency analysis in this study allows for a 

consolidation of the above interpretation.
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5. Conclusions

In this neuromagnetic study on the processing of American English vowels, we found that 

less specific category structure (as exemplified by the mid vowel [ε]) resulted in reduced 

MMN responses and reduced beta-power. Our results are compatible within the predictive 

coding framework (Friston, 2005) and the underspecification approach (Lahiri and Reetz, 

2002, 2010), while pure bottom-up sensory models would not be able to readily account for 

the observed patterns in our data. This is particularly true for the pre-stimulus beta-power 

effect that starts before sensory evidence becomes available and therefore provides evidence 

for reflecting a predictive top-down mechanism. We thus conclude that linguistic category 

structure exerts specific influences onto lower levels of early auditory processing. These 

influences primarily depend on the abstract representations of speech sounds.
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Highlights

• We are interested in speech-sound specific top-down influences on speech 

recognition.

• We measured transient and oscillatory brain activity in a 

Magnetoencephalogram experiment.

• Less specific speech sounds caused reduced change detection responses.

• Less specific speech sounds displayed decreases in pre-stimulus beta-

oscillations.

• Effects are interpreted as reduced top-down influences from less specific speech 

sounds.
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Figure 1. 
A. Acoustic properties (first and second formant frequencies; F1/F2) of the vowels as 

obtained from a linear predictive coding (LPC) analysis. B. Waveform and spectrogram for 

a representative member of each vowel type. C. Illustration of passive oddball paradigm. In 

the large F1 distance condition, low [æ] and high [ɪ] were presented in standard position and 

thus set up a predictive context, violated by the respective deviants [ɪ] and [æ]. In the small 

F1 distance condition, high [ɪ] as standard set up a predictive context while [ε] created a 

relatively non-predictive context.
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Figure 2. 
Auditory localizer results from responses to 1000 Hz tones from a representative participant. 

The topography (left) of the auditory N1m (between 90 and 140 ms post stimulus onset, 

right) shows a typical source/sink distribution of the magnetic field across left posterior and 

anterior sites, with a reversal in the right hemisphere. Amplitudes over time (right) are 

illustrated for the 20 strongest channels (indicated by white dots in the topography). For 

illustration purposes, the thick red line represents the root-mean squared (RMS) amplitude 

over the 20 strongest channels.
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Figure 3. 
Grand averaged RMS responses for standards (blue) and deviants (red). A. Standard and 

deviant responses to the vowels [æ] and [ɪ] in the large F1 distance condition. Note that 

standard and deviant waveforms stem from different experimental blocks as is common in 

identity-MMN analyses. Vowels in deviant position are underlined in the header lines. For 

instance, the left panel shows the deviant response to the vowel [ɪ] and the standard response 

to the same vowel from the reverse (increasing F1) direction. B. Standard and deviant 

responses to the vowels [ε] and [ɪ] in the small F1 distance condition. Sensor-level scalp 

topographies are provided for the time window of 200–300 ms post stimulus onset (marked 

in grey). RMS-amplitudes are plotted in femto-Tesla (fT, 10−15T).
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Figure 4. 
Time-frequency analyses. Power values are color-coded, with warmer colors for positive 

power and cooler colors for negative power. A. Total power distribution for the standard 

vowels [æ] (left) and [ɪ] (middle) in the large F1 distance condition. The difference plot 

(right) indicates no power differences between the standards. Vowels in standard position 

are underlined in the header lines. B. Total power distribution for the standard vowels [ε] 

(left) and [ɪ] (middle) in the small F1 distance condition. The difference plot (right) indicates 

that there were at least two regions (marked with dashed rectangles) where the power for [ε] 

was lower than the power for [ɪ]. Power values are in arbitrary units (a.u.).
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Figure 5. 
Results from the multi-level statistical approach on power differences. A. No significant 

time-frequency bins are observed for the standard vowel contrasts in the large F1 distance 

condition. No time-frequency bin survived the cluster-permutation based statistical threshold 

(critical t-value = ±2.18). B. Significant time-frequency bins for the standard vowel 

contrasts in the small F1 distance condition were found between −50 and +20 ms and 

between 18 and 26 Hz, indicated by the dashed rectangle. The blue colors shows t-values 

that survived the statistical threshold. In these time-frequency bins, power was significantly 

lower for [ε] than for [ɪ].
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Table 1

Acoustic properties of the stimulus materials, averaged across the 10 instances of each vowel. Formant values 

were obtained from a linear predictive coding (LPC) formant analysis carried out in PRAAT (Boersma and 

Weenink, 2011). Standard deviations are given in parentheses.

Vowel Pitch (Hz) F1 (Hz) F2 (Hz) F3 (Hz)

[æ] 171 (3.46) 1023 (31.60) 1761 (19.92) 2713 (126.25)

[ε] 177 (2.94) 801 (22.59) 2009 (32.85) 2896 (73.42)

[ɪ] 184 (2.67) 532 (6.88) 2240 (23.51) 3010 (72.49)
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Table 2

Distribution of vowel stimuli over the factor levels of distance (large F1, small F1) and direction (increasing 

F1, decreasing F1) on the basis of standard-deviant relations. The context-column describes whether the 

standard is assumed to set up a predictive or non-predictive context.

Standard Deviant Distance Direction Context

[æ] [ɪ] large F1 decreasing F1 predictive

[ɪ] [æ] large F1 increasing F1 predictive

[ε] [ɪ] small F1 decreasing F1 non-predictive

[ɪ] [ε] small F1 increasing F1 predictive
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