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Abstract 

Detection of early symptoms in cervical cancer is crucial for early treatment and survival. To find symptoms of 

cervical cancer in clinical text, Named Entity Recognition is needed. In this paper the Clinical Entity Finder, a 

machine-learning tool trained on annotated clinical text from a Swedish internal medicine emergency unit, is 

evaluated on cervical cancer records. The Clinical Entity Finder identifies entities of the types body part, finding 

and disorder and is extended with negation detection using the rule-based tool NegEx, to distinguish between 

negated and non-negated entities. To measure the performance of the tools on this new domain, two physicians 

annotated a set of clinical notes from the health records of cervical cancer patients. The inter-annotator agreement 

for finding, disorder and body part obtained an average F-score of 0.677 and the Clinical Entity Finder extended 

with NegEx had an average F-score of 0.667. 

Introduction 

Cervical cancer  

 
Cervical cancer is one of the most common cancers worldwide

1
, frequently affecting young women below age 40. 

Therefore screening and early detection is essential
2
. While cervical cancer incidence and mortality rates have 

dropped in countries where screening procedures have evolved into established prevention methods
3,4

, the rates in 

less developed countries are still high. 

 

Cervical cancer, highly mortal in advanced stages, is usually described as having few early symptoms except vaginal 

discharge, bleeding and pain post coitus. Early detection of cervical cancer is however crucial for treating it 

successfully. Novel ways to diagnose the disorder at even earlier stages would be highly valuable, as this could 

prevent treatable pre-cancer from turning into invasive cancer
4
. Early detection is yet sometimes hindered since not 

all women participate in cervical screening programs.  

 

Today, electronic health records that describe the whole healthcare period of a patient are available in many 

countries including Sweden. To define and detect these possible early symptoms in a patient's health record, text-

mining tools capable of identifying symptoms discriminatory for cervical cancer, are needed. 

 

The overall aim of this study is to evaluate the performance of two previously developed text mining tools on health 

records of patients with cervical cancer, with a further aim to detect and discover early symptoms in a patient's 

medical history. 

 
Text mining in the cervical cancer domain 

 
Previous research in the field of text mining and cervical cancer has mostly focused on oncologic documents and 

pathology reports. One study used text mining of pathology reports, with the aim to transfer unstructured pathology 

reports to a structured database
5
. A review article

6
 regarding different approaches for clinical text mining within the 

cancer domain describes only two studies focused on cervical cancer. Both studies concern methods used to retrieve 

scientific oncology documents relevant to clinical decisions within a particular domain of cervical cancer. None of 
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them are in the domain of clinical text mining of symptoms relating to cervical cancer. However, there are two 

articles on the subject of cervical cancer staging. In the first, the authors used 250 cervical patient records for their 

experiments. The cervical cancer tumors were assigned 15 parameters to classify the stage of the cancer and 0.73 

accuracy was obtained using a neural network architecture
7
. In the second article, 221 cervical patient cases were 

used as input to a staging system using soft computing/neural networks. The cases were classified in stages I-IV and 

a classification score of 0.79 was obtained on test data. The C4.5 machine-learning algorithm was also applied on 

the data set, obtaining a score of 0.80
8
. 

 

In another study on tumor staging, the authors trained Naïve Bayes, Bayesian Network, Support Vector Machines, 

and Random Forest algorithms on manually annotated pathology reports from one hospital and evaluated the 

portability on another hospital’s pathology reports. They noted a decline in performance with at least 25 percent
9
. 

However, in a later study they improved their results considerably to only a few percent decline in cross-hospital 

evaluation, by using feature selections to tune the classifiers and simple rules to identify numeric values
10

.  

 
Named entity recognition and negation detection 

 

The Clinical Entity Finder (CEF) is a tool for entity recognition based on the machine-learning algorithm CRF++
a
 

and trained on manually annotated clinical entities in Swedish texts from an internal medicine emergency unit
11

 An 

earlier approach to detect findings and disorders in the cervical cancer domain using Clinical Entity Finder revealed 

that many of the entities found by the tool were negated
12

. Negations are important in essentially all clinical text, as 

many diagnoses are made based at least in part on exclusion of certain symptoms or test results. Negation detection 

have for example been incorporated in adverse drug reaction detection text mining workflows
13

 and similarly in the 

search for diagnostic codes in free text in electronic medical records
14

. The Clinical Entity Finder has no built-in 

negation detection and a possible tool for negation detection in clinical text is NegEx, a rule based tool. NegEx has 

previously been adapted to Swedish with a set of Swedish negation triggers
15

. 

 

As it has been shown that different clinical subspecialties use clinical language with different distinctive features
16, 17

 

a decrease in the performance of a natural language processing (NLP) system developed in one clinical domain is 

expected when applied in another clinical domain. The specific aim of this study is to investigate the efficiency of 

existing tools for text mining of Swedish health records, i.e. for entity recognition and negation detection, 

respectively, on the subdomain of clinical notes relevant for text mining studies on cervical cancer.  

 

The research questions are: 

• How well will a machine learning based tool (Clinical Entity Finder) trained on clinical notes from an 

internal medicine emergency unit automatically annotate cervical cancer symptoms in physicians’ notes 

from departments of gynecology and oncology? 

• How well can the Swedish NegEx differentiate between negated and non-negated symptoms of cervical 

cancer? 

Methods and Materials 

Data 

The Stockholm EPR Corpus
18

 is a database containing large quantities of clinical text in Swedish; over 600 000 

patient records encompassing over 500 health care units from the Karolinska University Hospital. For this study, all 

patient records
b
 from the departments of obstetrics/gynecology and oncology from the years 2009-2010 with a 

diagnosis code for malignant neoplasms in the cervix (ICD-10 codes C53.0, C53.1, C53.8 and C53.9), were 

extracted, resulting in 646 patient records. The extracted data, containing notes from nurses, physicians and other 

professionals, is called the Cervical Cancer Corpus. Figure 1 shows the age distribution of the patients in the 

Cervical Cancer Corpus. For this study the physicians’ notes, in total 17,263 notes and 776,719 tokens were used.  

 

                                                
a
 http://code.google.com/p/crfpp/ 

b
 This study has been approved by the Regional Ethical Review Board in Stockholm (Etikprövningsnämnden i Stockholm), 

permission number 2014/1882-31/5 
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Figure 1. Age distribution of patients in the Cervical Cancer Corpus 

 

Annotation 

 

Annotation is the process of marking relevant entities in a text. This is performed manually by domain experts, and 

the annotation can be used to train a machine learning tool for automatic entity recognition. Manually annotated text 

is also used for the evaluation of such tools.   

 

In this study, the entity types finding, disorder and body part were annotated. Both findings and disorders can be 

relevant as symptoms or indications of cervical cancer. The entity type body part is also relevant since it can give the 

location of symptoms. A finding is an observation made at a certain point in time and it is not necessarily abnormal, 

it can be a symptom reported by the patient as well as a finding from a medical examination. Disorders are abnormal 

and can be present even when they are not observable.  The annotation performed in this study follows a set of 

guidelines based on those used when developing the Clinical Entity Finder, with added instructions for annotating 

negations12. 

 

Pre-annotation with the Clinical Entity Finder and NegEx 

 

Pre-annotation is when a tool is used to mark relevant entities in a text before the manual annotation. This pre-

annotation can then be used as a timesaving support for the annotators when doing the manual annotation. All 

physicians’ notes from the Cervical Cancer Corpus were pre-annotated using the Clinical Entity Finder
11

. The 

Clinical Entity Finder was used to pre-annotate instances of the named entities body part, finding and disorder. To 

distinguish between negated and non-negated entities, the Clinical Entity Finder was augmented with the tool 

NegEx, which was used to classify entities of the types finding and disorder in the corpus as negated or non-negated. 

NegEx uses lists of negation triggers and looks for the presence of those triggers in text surrounding the annotated 

instances. A trigger can be a word or a sequence of words indicating negation. An example of a sentence with a 

negation is Patienten har ej smärta (The patient has no pain), where the finding smärta (pain) is negated by the 

trigger ej. Body parts and words outside of annotations were not investigated for negation. 

 

Manual annotation of the physicians’ notes 

 

Two physicians annotated subsets of the physicians’ notes from the Cervical Cancer Corpus. One physician is 

experienced in the text mining domain and in annotation (Annotator A), and one physician is an expert in the area of 

cervical cancer (Annotator B). They received the pre-annotated data, agreed on the interpretation of guidelines, and 

revised the annotations performed by the Clinical Entity Finder, using the Brat annotation tool
19

.  To properly 

evaluate the tools at least 100 manually annotated notes were considered as necessary to ensure variation and 

coverage. Annotator A and Annotator B annotated 180 and 100 notes respectively. The annotators removed faulty 

annotations, changed the span or type of annotations when needed, added missing annotations and marked 

annotations when negated. Figure 2 shows an example of a text pre-annotated by the Clinical Entity Finder with 

corrections carried out by Annotator A.  
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Figure 2. Screenshot of one sentence processed by the Brat annotation tool showing the pre-annotation in green and 

the manual annotation in blue. (Key phrases are translated to English). 

 
An overview of the annotation pipeline is shown in Figure 3. The 17,263 physicians notes were firstly pre-annotated 

using the Clinical Entity Finder. In the next step all disorders and findings found by the Clinical Entity Finder were 

investigated for possible negations using NegEx. Finally, 180 of these pre-annotated notes were randomly selected 

for manual annotation (subset A). Annotator A corrected all of them, and Annotator B corrected 100 of them (subset 

B). The annotator agreement was measured on subset B and the performance of the Clinical Entity Finder was 

measured on subset A. 

 
Figure 3. Annotation pipeline, note that subset B is covered by subset A, both annotators annotated subset B but 

Annotator A annotated another 80 notes. 

 

Evaluation metrics 

  

The performance of the tools was measured using precision (P), recall (R) and F1-score
20

. A high precision 

indicates that found named entities are correctly classified; a high recall shows that a large portion of named entities 

in the text are found, and the F1-score is the harmonic mean of the two. To calculate the scores, the number of true 

positives (TP), true negatives (TN) and false negatives (FN) were counted. A true positive is achieved when a tool 

has correctly annotated a named entity, a false positive occurs when a tool has incorrectly annotated a named entity, 

and a false negative when a tool has failed to detect a named entity that is present in the text. 

 

Precision = TP/(TP+FP) 

Recall = TP/(TP+FN) 

F1 = 2*P*R/(P+R) 

The inter-annotator agreement between Annotator A and Annotator B was measured using the F1-score. The inter-

annotator agreement can be viewed as an indicator of how well two individuals agree on this task and this can be 

compared to how well a tool can be expected to perform that same task.  

 
Results 

 

Results of the manual annotation 

 

The annotators A and B each annotated 100 physicians’ notes from medical records of cervical cancer patients. 

Table 1 shows the confusion matrix for the two annotators. The rows show the annotations performed by Annotator 

A and the columns show the annotations performed by Annotator B. The diagonal shows the numbers of true 

positives - instances of named entities where the annotators agree on the type and the span of the annotation. To get 
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a match, the two annotators must pick the same exact span of text. An example of when the annotators have marked 

different spans is when one annotator marked the span skivepitelcancer in situ (squamous cell carcinoma in situ) as a 

disorder but the other only marked the word skivepitelcancer (squamous cell carcinoma) in the same note. Such 

scope errors fall into the No exact match category, together with the cases of annotations carried out by only one of 

the annotators, either because of disagreement or by mistake. The level of inter-annotator agreement between 

Annotator A and Annotator B for exact and also partial match where there is at least one overlapping token (word), 

is shown in Table 2.  

 

Table 1.  Confusion matrix for Annotator A and Annotator B obtained from 100 clinical notes 

 

 
 
 

Table 2. F1-scores for Inter-Annotator Agreement between Annotator A and B. The first row shows the scores when 

only exact matches are allowed; the second row shows the scores when also including partial matches. 

 

Entity type Body part Finding Disorder Negated Finding Negated Disorder 

A, B exact match 0.78 0.60 0.62 0.70 0.08 

A, B partial match 0.79 0.76 0.73 0.81 0.08 

 
Results of the annotation performed by the Clinical Entity Finder and NegEx. 

 

All of the physicians’ notes in the Cervical Cancer Corpus were processed by the Clinical Entity Finder and NegEx, 

and when evaluating the tools, the annotations carried out by Annotator A were used as a Gold Standard, assuming 

that Annotator A had correctly classified all named entities in the text. Annotator A and the tools were in complete 

agreement for 54 percent of annotations and Table 3 shows the confusion matrix for Annotator A and the tools, 

while Table 4 gives the precision, recall and F1-score for each of the entity types. Table 4 also demonstrates the 

improved scores when allowing partial matches, where there is at least one overlapping token, excluding 

punctuation. 

 

Table 3. Confusion matrix for Annotator A and the Clinical Entity Finder and NegEx combined obtained from 180 

clinical notes 
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Table 4. Precision, recall and the F1-score for the Clinical Entity Finder and NegEx using annotator A as Gold 

Standard. The evaluation was performed on 180 clinical notes and the scores for both exact and partial matches are 

given. 

 

Entity 

type 
Body part Finding Disorder Negated Finding Negated Disorder 

Scope Exact Partial Exact Partial Exact Partial Exact Partial Exact Partial 

Precision 0.90 0.96 0.78 0.89 0.80 0.85 0.74 0.77 0.70 0.70 

Recall 0.52 0.55 0.50 0.57 0.73 0.78 0.47 0.48 0.78 0.78 

F1-score 0.66 0.70 0.61 0.70 0.76 0.81 0.57 0.59 0.74 0.74 

 

Since NegEx only looks for negations when a finding or disorder has been annotated the performance of NegEx is 

directly dependent on the performance of the Clinical Entity Finder. The scores given in Table 4 for negated finding 

and negated disorder are therefore not perfectly suitable for evaluation of how well NegEx performs in the domain 

of cervical cancer. An additional evaluation has therefore been performed where all findings and disorders annotated 

both by Annotator A and CEF were selected. By selecting the instances already agreed on, the performance of 

NegEx could be isolated. There were 500 such instances and of those 57 were marked as negated by both Annotator 

A and NegEx. Precision, recall and F1-score for the ability of NegEx to correctly determine negations was 

calculated to be 0.78, 0.75 and 0.76 respectively. 

 

Results of porting the Clinical Entity Finder 

 

Table 5 shows the performance of the Clinical Entity Finder and NegEx in our setting compared to the performance 

of the Clinical Entity Finder applied to the type of data used to train on; health records from emergency units.  

 

Table 5. The achieved F1-scores of the Clinical Entity Finder combined with NegEx compared to the F1-scores of 

the Clinical Entity Finder on health records from emergency units
11

.  

 

Entity type Body part Finding Disorder Neg. Finding Neg. Disorder Finding + Disorder 

CEF + NegEx, cervical 

cancer records 
0.66 0.61 0.76 0.47 0.78 0.65 

CEF, emergency unit 

records 
0.85 0.69 0.81 - - 0.78 

 

Error analysis 

 

A manual error analysis has been performed on 60 of the annotated notes produced by the Clinical Entity Finder and 

NegEx as compared to the annotations done by Annotator A. The automatic and manual annotation most often 

classified the annotated entities in the same way, a recurring mistake, however, was made when a compound word 

for a disorder contained words describing a body part. Such compound words were sometimes wrongly classified as 

a body part. An example of this is the word skelettmetastaser (skeletal metastases), which contains the Swedish 

word for skeleton. Another source of error is the word cervixcancer (cervical cancer), a compound word in Swedish, 

which in many instances in the records was written as two words, cervix cancer. The CEF sometimes interpreted 

this as two separate entities; the body part cervix and the disorder cancer.  

 

A second step of analysis was performed by looking at instances only annotated by either the automatic or manual 

annotation. The analysis found 333 false negatives, meaning annotations marked by Annotator A but missed by the 

tools, and 71 false positives, meaning annotations only performed by the tools. Table 6 shows the different errors 

sorted by type. 
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Table 6. The number of false positives and false negatives found in error analysis. 

 

 Scope Errors Body part Finding Disorder Total 

False Positives 47 2 16 6 71 

False Negatives 65 116 132 20 333 

 

After excluding scope errors, about half of the cases of false negatives in all categories were caused by the Clinical 

Entity Finder failing to detect words and expressions associated with cervical cancer. For example in the category 

body part, the word cervix was missed several times. The false negatives for disorders directly related to cervical 

cancer included for example dysplasi (dysplasia) and cancer in situ. Several of the missed disorders were either 

misspellings or abbreviations, for example the abbreviation cervixca for cervixcancer (cervical cancer in Swedish) 

and skiveptilcancer a misspelling of skivepitelcancer (squamous cell carcinoma) were both missed by the tools. 

 

The largest source of false positives for disorders and findings were expressions describing procedures or drugs, for 

example preventivmedel (contraception). For body parts, the false positives originate from expressions where a body 

part word was part of a non-body part expression. For example, the expression över huvud taget (at all) contains the 

Swedish word for head (huvud), which causes a faulty annotation. 

 

The individual evaluation of NegEx on 500 instances of findings and disorders resulted in 16 false positives and 19 

false negatives. The false positives were almost all due to instances of findings and disorders appearing close to 

unrelated negation triggers. The false negatives were mainly caused by negation expressions being used that were 

not included in the lists of negation triggers used by NegEx and there was also a few cases were the manual 

annotation had failed to discover a negation and borderline cases. 

 

Named entities and negations detected in the physicians’ notes. 

 

Among the 776,719 tokens in physicians’ notes the Clinical Entity Finder identified 58,366 disorders, findings and 

body parts. Of these, 43,334 were either classified as findings or disorders and a total of 12 percent of findings and 

disorders were determined to be negated by NegEx. Table 7 shows the most common symptoms and most frequently 

negated symptoms in the physicians’ notes. The findings and disorders occurring more than 10 times in the text are 

also sorted on how large a proportion of them that is negated. 

 

Table 7. The most frequent findings, disorders and negations found in the physicians’ notes.  

 
 
 

Most frequent findings and 
disorders                                          

Nbr of 
instances

Most frequently negated findings 
and disorders

Nbr of 
negated 

instances

Findings and disorders with highest 
portion of negation

Portion 
negated

cervixcancer (cervical cancer) 873 besvär (trouble/problem) 338
gynekologiska besvär                                     
(gynecological problems)

1.0

besvär (trouble/problem) 790 feber (fever) 243
palpabla resistenser                                        
(palpable resistance)

1.0

illamående (nausea) 677 illamående (nausea) 198 särskilda besvär (particular problems) 1.0

mår bra (feels well) 662 blödningar (bleedings) 171 nytillkomna symtom (new symptoms) 0.96

smärta (pain) 656 smärta (pain) 150 nytillkomna besvär (new problems) 0.92

tumör (tumor) 642 smärtor (pains) 126 infektionstecken (signs of infection) 0.89

smärtor (pains) 629 blödning (bleeding) 99 biljud (murmur) 0.86

feber (fever) 562 infektionstecken (signs of infection) 91 tumörstrukturer (tumour structures) 0.83

cancer (cancer) 508 tumör (tumor) 83
tumörsuspekta förändringar                
(tumor suspicious changes)

0.82

blödningar (bleedings) 491 nytillkomna besvär (new troubles) 79 subjektiva besvär (subjective problems) 0.8

blödning (bleeding) 482 buksmärtor (pain of the abdomen) 72 tumörsuspekt (tumor suspicion) 0.80

skivepitelcancer                            
(squamous cell carcinoma)

428 hydronefros (hydronephrosis) 65 spridning (spreading) 0.78
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Discussion 

 

In this study, the efficiency of two existing tools for text mining of Swedish clinical text, i.e. for entity recognition 

and negation detection, was evaluated on a corpus of health records from patients with cervical cancer. The 

approach involved both manual and automated annotation of clinical entities, including negations. The investigation 

gave promising results and suggestions for further improvements. The issues studied relates partly to the problem of 

porting tools between subdomains of clinical text, and partly to the problem of inter-tool dependency when using a 

pipeline. As a result of this study, lists of clinical entities relevant to cervical cancer were created. 

 

The term “sublanguage” is used to display that language in specialized domains exhibit characteristics that set them 

apart from general language
21

. However, clinical language is not homogeneous but consists of several specialized 

domains that exhibit the characteristics of sublanguages. The subdomain language will influence the creation of 

NLP tools for clinical text, as a tool relying on term statistics or semantics trained on one clinical note type have 

been suggested to not work as well on another. Clinical notes from different professions and specialties have been 

shown to cluster into readily distinguishable groups of lexical and semantic features
17

.  

 

Here, a machine-learning tool called Clinical Entity Finder trained on clinical notes from a medical emergency unit 

was applied to notes in a Cervical Cancer Corpus. In both sub corpora, only notes written by physicians were used, 

as to avoid the further complexity of inter-professional sublanguages. Evaluation by comparing to manual 

annotation showed that precision was higher than recall for all of the annotated entity types, and manual inspection 

of tokens classified as findings, disorders, or body parts by the Clinical Entity Finder substantiates the precision of 

the tool. There were very few apparently faulty classifications; the lower recall was however often related to the tool 

being unable to classify expressions associated with cervical cancer. 

 

NegEx classifies 12 percent of the findings and disorders in the data as negated; this is line with the findings of the 

manually annotated English clinical BioScope corpus that contained 14 percent negations
22

.  In another annotation 

study on clinical text from the internal medicine emergency unit, 19 percent of diagnosis expressions were found to 

be negated
23

. The low F-scores for inter-annotator agreement on negated disorders was partly due to the 

disagreement between finding/disorder and not only because of disagreement on negation/non-negation. Error 

analysis did not indicate that the domain of cervical cancer affected the performance of NegEx. Instead the error 

analysis showed that NegEx gave false positives in some cases where an entity appears close to a negation trigger 

without actually being affected by it. False negatives where mainly the result of unusual negation triggers used in the 

physicians’ notes. 

 

Findings and disorders associated with cervical cancer were often negated in the records, this is perhaps due to the 

fact that the patients in the corpus have known cancers and it is therefore of importance to document the presence or 

absence of such symptoms. Furthermore, as expected, statements regarding the general well being of the patient 

such as mår bra (feels fine) or orolig (worried) were frequently present in the records. These kinds of statements 

were actually seldom negated. Previous studies have found that affirmed and negated findings may be expressed on 

different levels of hierarchy
24

. Here, this can be exemplified by the findings gynecological problems and signs of 

infection that were dominantly negated. However, when the patients had such problems, they were described as 

more fine-grained symptoms, such as bleeding, fever or pain, as opposed to the higher hierarchy general terms. 

 

Manual annotation of clinical text is a time consuming and costly process and there is a need for domain experts or 

training of non-experts to obtain good quality annotations. Crowdsourcing is not an option due to the sensitive 

nature of the data. A tool that makes the annotation process easier is therefore valuable. It is also inevitable for 

human annotators to miss some entities when annotating, and the tools described here may increase the quality of 

the annotation in such cases.   

 

Future work 

 

Future work includes to extend the training data of the Clinical Entity Finder with the manually annotated cervical 

cancer health records, as this could be expected to improve the results on the cervical cancer domain by reducing the 

number of false negatives as indicated by the error analysis. The annotations performed in this study were on a 

relatively small amount of text. For the retraining of the tool, more annotation is needed, and a Gold Standard needs 

to be constructed by reviewing the annotations. The error analysis showed that a majority of false positives for 
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disorders and findings were incorrectly classified procedures or drugs; it could therefore perhaps be useful to include 

procedures and drugs as entity classes in the annotation to increase the precision of the Clinical Entity Finder. The 

symptoms found by the tools revealed that the same symptom was written in many different ways. This indicates the 

need for further usage of stemming, lemmatization and perhaps clustering of the found symptoms, to be able to draw 

more robust conclusions from our findings. 

 

Conclusion 

 

To our best knowledge, this is the first time cervical cancer narratives have been annotated both by human 

annotators and a machine learning based tool. By porting the Clinical Entity Finder to this new domain from the 

domain in which it was trained, the performance was reduced. Precision is still good, but the recall is decreased. 

This is expected and could be caused by the fact that the new domain contains patterns previously unseen by the 

tool.   

 

The performance of negation detection was less dependent on the domain change, but since the negation detection is 

dependent on entities being found by the Clinical Entity Finder, its performance was more difficult to evaluate. 

 

The Clinical Entity Finder was shown to be a useful tool for pre-annotation, since both annotators perceived it as 

making the annotation process more efficient as compared to annotating text without pre-annotation.  

 

The clinical text found in health records is a promising source of information and the tools evaluated here could be a 

first step towards finding early symptom patterns in patients with cervical cancer. 
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