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Abstract

Purpose—With ethical requirements to the enrollment of lower risk subjects, osteoporosis trials 

are underpowered to detect reduction in hip fractures. Different skeletal sites have different levels 

of fracture risk and response to treatment. We sought to identify fracture sites which cluster with 

hip fracture at higher than expected frequency; if these sites respond to treatment similarly, then a 

composite fracture endpoint could provide a better estimate of hip fracture reduction.

Methods—Cohort study using Veterans Affairs and Medicare administrative data. Male Veterans 

(n=5,036,536) aged 50-99 years receiving VA primary care between1999-2009 were included. 

Fractures were ascertained using ICD9 and CPT codes and classified by skeletal site. Pearson 

correlation coefficients, logistic regression and kappa statistics, were used to describe the 

correlation between each fracture type and hip fracture within individuals, without regards to the 

timing of the events.

Results—595,579 (11.8%) men suffered 1 or more fractures and 179,597 (3.6%) suffered 2 or 

more fractures during the time under study. Of those with one or more fractures, rib was the most 

common site (29%), followed by spine (22%), hip (21%) and femur (20%). The fracture types 
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most highly correlated with hip fracture were pelvic/acetabular (Pearson correlation coefficient 

0.25, p<0.0001), femur (0.15, p<0.0001), and shoulder (0.11, p<0.0001).

Conclusions—Pelvic, acetabular, femur, and shoulder fractures cluster with hip fractures within 

individuals at greater than expected frequency. If we observe similar treatment risk reductions 

within that cluster, subsequent trials could consider use of a composite endpoint to better estimate 

hip fracture risk.
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Introduction

Current guidance from both the U.S. Food and Drug Association and the European 

Medicines Agency require that new osteoporosis pharmacotherapies seeking registration 

have anti-fracture efficacy demonstrated in an 18-24 month randomized, placebo-controlled 

trial[1, 2]. However, the ethics of using a placebo control in subjects at high risk for fracture 

have been widely questioned, since currently available pharmacotherapies reduce fracture 

risk by 30-75%. A consensus conference sponsored by the American Society for Bone and 

Mineral Research, the International Society for Clinical Densitometry, and the National 

Osteoporosis Foundation suggested that enrolling high risk patients in placebo controlled 

osteoporosis trials could be ethical provided there was clear documentation that they 

understood their risk, that they had failed prior therapy, or did not have access to standard 

treatment [3]. However, other opinion leaders and ethics boards have concluded that it is 

difficult to identify and recruit such patients, and point out that investigators have conflicts 

of interest which render it nearly always unethical to recruit subjects at highest risk [4, 5]. It 

has therefore been argued that trials should focus on those at lower risk (e.g., those with 

osteopenia and/or no prior fracture) or compare two active treatment arms to assess non-

inferiority.

As a result of this shift, recent osteoporosis trials are frequently underpowered to detect 

differences in hip fracture rates, because they are enrolling a lower risk population who have 

fewer events or are utilizing an active comparator arm. This is particularly problematic for 

trials in special populations such as men, or trials with specific co-morbidities in which 

patient enrollment tends to be lower than in initial registration trials [6, 7]. Even in large 

trials which successfully show a reduction in hip fractures, the estimate for reduction in hip 

fracture rates is imprecise; for example in the FREEDOM trial comparing fracture rates in 

post-menopausal women with osteoporosis treated with denosumab vs. placebo, the hazard 

ratio was 0.60, but the 95% confidence interval ranged from a 0.37-0.97 [8]. Since hip 

fractures are the most clinically devastating and costly type of fracture, the lack of a precise 

estimate of reduction in hip fracture rates for a given treatment is problematic for clinicians, 

patients, and policy makers seeking to make informed care decisions.

We may be able to learn about hip fracture risk by examining other types of fractures. 

Skeletal sites have differing properties, such as the relative proportions of cortical and 

trabecular bone, which result in varying fracture risks and differential responses to 
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treatment. For example, population based qCT and finite element analysis studies of bone 

microarchitecture and strength have revealed that age-related changes in trabecular and 

cortical bone loss vary by skeletal site and gender[9]. Animal studies have shown 

differential trabecular and cortical response to treatment with various osteoporosis 

pharmacotherapies by skeletal site[10]. If we could identify skeletal sites with similar 

fracture risks and responses to therapy as the hip, then a composite fracture endpoint 

incorporating hip plus related fracture types could be used to improve the power and 

precision of the estimate of reduction in hip fracture rates.

The purpose of this study, therefore, was twofold: to identify correlations between hip and 

other major fracture types in a large population of older men; and to identify major fracture 

types which clustered with hip fractures at greater than expected frequency. If these fracture 

types are subsequently shown to have similar response to therapy, a composite fracture 

endpoint could be used to provide a valid estimate of hip fracture reduction with smaller 

sample size requirements.

Methods

The sample was derived from administrative data bases from a population-based 

retrospective cohort study of all male Veterans ages 50-99 years receiving primary care in 

the Veterans Affairs (VA) health care system between 1997 and 2010. Subjects were 

included if they had at least 2 primary care clinic visits within a 2 year period during the 

observation period (n=5,036,536) and their VA Medical Center was offering DXA 

screening. Baseline diagnoses were ascertained in the 3 years prior to and 1 year following 

the first primary care visit, while fracture assessment began at the first primary care visit and 

continued until the end of the study period or death (figure 1). The database was created to 

explore the impact of osteoporosis screening on outcomes in older men; therefore subjects 

with a diagnosis of osteoporosis or a fracture code in the 3 years prior to the study period 

(1996 - 1999) were excluded. Subjects who were enrolled in Medicare managed care plans 

during the study period were also excluded.

While all 5,036,536 of these patients received VA primary care services, a majority of 

Veterans also use their Medicare benefit, particularly for acute events such as fractures. 

Therefore administrative data from the VA and Center for Medicare and Medicaid Services 

(CMS) Medicare Parts A and B was combined with the VA data. Data sources included 

inpatient and outpatient treatment files, medications (VA only), and select labs (VA only). 

Fractures were ascertained using ICD9 and CPT codes from inpatient and outpatient 

encounters, and classified as hip (femoral neck, intertrochanteric, subtrochanteric fractures; 

ICD9 codes 820.0-820.9, procedure codes 79.05-79.65, and CPT codes 27235-27269), 

forearm (radius, ulna, or both; ICD9 codes 813.0-813.93, procedure codes 79.02-79.62, CPT 

codes 25505-25652 and 24650-24635), spine (thoracic and lumbar only; ICD9 codes 

805.2-806.9 and CPT codes 22305-22525 and 22851), shoulder (humerus; ICD9 codes 

812.X, procedure codes79.01-79.61 and CPT codes 23605-24582), pelvic/acetabular (ICD9 

codes 808.0-808.9 and CPT codes 27193-27228), rib/clavicle (ICD9 codes 807.0-807.19, 

810.0-810.9 and CPT codes 21800-21810, 23500-23515), distal femoral (ICD9 codes 

821.0-821.39 and CPT codes 27500-27514), tibial/fibular (ICD9 codes 823.0-823.9, 
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procedure code 79.06, and CPT codes 27530-27828), and other. Skull, facial digital, and 

pathological fracture codes were excluded. To avoid double counting due to repeated coding 

of the same event over time, each individual was counted as having a fracture type no more 

than once. Distal femoral fractures that occurred within 6 months of a hip fracture were 

excluded to decrease the probability of misclassification of hip fractures as femur fractures. 

Because high trauma might lead to fracture types occurring together without a common 

underlying risk, we defined potentially traumatic fractures as those in which more than 1 

type of fracture was coded within 7 days of another fracture type. However, these were 

excluded in sensitivity analyses.

We calculated frequencies, percentages, means and standard deviations to describe 

characteristics, including fracture incidence, of the study population. We calculated these 

statistics overall, and for those who had a hip plus at least 1 other type of fracture (the 

population used in the latent class analysis). Pearson correlation coefficients for each pair of 

hip × (femur, forearm, pelvic/acetabular, rib, shoulder, spine, tibia) fracture type were 

calculated for the full cohort. These correlations reflected the co-occurrence of the fracture 

types within individuals, and without regards to the order or timing of the events. Kappa 

statistics were also calculated to describe the proportion of potential agreement beyond 

chance. The Mantel-Haenszel method was used to calculate the odds of each fracture type 

among patients with hip fractures compared to the odds of the same fracture type among 

those without hip fractures, along with associated 95% confidence intervals (95% CIs) 

around these odds ratios (ORs). Because we were interested in the correlation of fractures 

within individuals, regardless of their individual characteristics or level of risk, no patient 

level covariates were adjusted for in the Mantel Haenszel analyses. Latent class analysis[11] 

was used to identify clusters of highly correlated fractures in the group of subjects with hip 

plus at least one other fracture type; this method is used to identify unmeasured class 

membership among subjects using categorical or continuous observed variables, and in this 

case reflected “classes” of fracture types where the conditional probability that groups of 

fracture types co-occurred in greater than expected rates. All analyses were performed using 

SAS v9.2 software.[12]

Results

Characteristics of the study population are described in Table 1. The follow-up time for the 

n=5,036,536 men in this study ranged from 0 to 10 years, with an average of 5.4 years (± 3.1 

std. dev.). During follow-up, 595,579 (11.8%) of men in the study population experienced 1 

or more fractures and 179,597 (3.6%) experienced 2 or more types of fractures (range 0-9 

fracture types) over the study period. Rib fracture was the most common specific fracture 

type (29% of individuals with fracture), followed by spine (22%), hip (21%) and femur 

(20%). Of these fractures, 107,619 (2.1%) were potentially traumatic as defined above. 

Compared to the full cohort, those with hip and at least 1 other fracture type were older, 

more likely to be white, have a history of alcohol dependence and glucocorticoid use >90 

days; given the large sample size, all comparisons were statistically different.

The fracture types most highly correlated with hip fracture were pelvic/acetabular (Pearson 

correlation coefficient 0.25, p<0.0001), femur (0.15, p<0.0001), and shoulder (0.11, 

Colón-Emeric et al. Page 4

Bone. Author manuscript; available in PMC 2016 March 01.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



p<0.0001). Mantel Haenszel odds ratios for the association between hip fractures and each 

remaining fracture type, as well as kappa statistics (reflecting the proportion of potential 

agreement above chance) for each fracture type with hip fracture are reported in Table 2. 

Latent class analysis revealed good loading onto single factors (rho estimates <0.10 or 

>0.90) but no convergence over 8 clusters. This suggests a generalized association between 

all of the fracture types, with no independent fractures which are not related to any other 

fracture types.

Sensitivity analyses removing potentially traumatic fractures from the analysis decreased the 

magnitude of the association between hip fracture and each other fracture type by 1.4 to 4.0 

times, although the direction of the association remained the same (Table 2). The addition of 

race to the models resulted in only very minor changes to the odds ratios for the association 

of each fracture type with hip fracture, indicating that there was no meaningful confounding 

of the associations between hip and other fracture types by race.

Discussion

Accurately estimating the effect of osteoporosis therapies on hip fracture risk is important 

for clinical decision making and healthcare policy. This estimation is particularly 

challenging in today's context of current trials enrolling lower risk populations, and may 

become more challenging with a shift toward comparative effectiveness studies in the future. 

In other fields, such as cardiology, composite clinical endpoints have been used successfully 

to address this issue.[13] This analysis is the first step in defining a rational composite 

fracture endpoint that could be used to help approximate the true hip fracture risk reduction 

rate. We identified several fracture types that are strongly associated with hip fracture within 

individuals, with odds ratios ranging from 9.1 to 47.6; specifically distal femur, pelvis/

acetabular, and humerus fractures are highly correlated with hip fracture. If treatment-related 

risk reduction is found to be similar among hip and these additional 3 fracture types, the 3 

additional fracture types might serve as proxies for hip fractures. Combining these proxies 

with hip fractures could increase the effective number of ‘events' in a trial, reduce sample 

size requirements, and improve the precision of the estimates of effectiveness of a therapy 

for reduction in “hip fracture-like” fractures.

We were not able to identify clusters or “latent classes” of fracture types that group with hip 

fracture and no other fracture types. This is not surprising since osteoporosis affects the 

entire skeleton, albeit to varying degrees and the underlying risk for falls generally remains 

elevated within individuals over time and predisposes to all types of fractures. Nevertheless, 

the odds ratios for pelvic, humerus, and distal femur fracture in association with hip fracture 

were approximately 10 or more, and were nearly double the odds ratios for other fracture 

types. The magnitude of these associations suggests that these fracture types are more 

strongly associated with hip fracture than other sites in the skeleton. While correlation 

coefficient of 0.25 is usually considered modest, in the context of rare events within 

individuals, and with consideration of the associated odds ratios, we believe that the 

observed values are clinically meaningful.
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This study has several important strengths. Identifying correlations within fracture types 

requires a very large sample with adequate follow-up time and nearly complete fracture 

acquisition. We included more than 5 million older men and merged both VA and Medicare 

data over 10 years of follow-up. Prior studies have suggested that accurate fracture 

ascertainment for non-vertebral fractures in administrative data exceeds 95%, with high 

sensitivity and specificity; for example a recent study found 97% sensitivity for hip fracture 

in Medicare data alone [14]. While 2/3 of vertebral fractures are clinically silent, others have 

demonstrated that the positive predictive value of a vertebral fracture claim is 87% [15]. 

Since clinical vertebral fractures are also an important study endpoint, this cohort provides 

valuable information despite the lack of availability of silent vertebral fracture information.

There are also limitations which should be considered. The cohort included only men, and 

these correlations need to be examined in women as there may be important gender-related 

differences in bone characteristics. Veterans have a higher risk of co-morbidities and other 

fracture risk factors than non-Veterans [16-19], therefore the generalizability of our findings 

to populations outside of the VA can be questioned. However, while Veterans' absolute 

fracture risk may be higher than that of other men due to higher risks of co-morbidities and 

other factors, this study looked at correlations of fractures within individuals, and there is no 

clear physiologic rationale as to why the correlations among fracture types should be 

different in Veterans than non-Veterans. In administrative data there is a possibility of 

miscoding or double-counting the same fracture; we took steps to minimize potential study 

bias by limiting coding to a single fracture of each type per individual, and excluding 

fractures close physical proximity (e.g., hip and distal femur) when they occurred within 6 

months. Because this analysis only examined correlations between fracture types and not 

fracture rates, there is no bias introduced from counting each individual as having a fracture 

type no more than once, but the total number of fractures reported here for the cohort may 

be lower than actually occurred. While we excluded pathologic fracture codes, the cohort 

may have included fractures related to malignancy or infection. There is no accurate way to 

distinguish high trauma fractures from low trauma fractures in administrative data, and our 

definition of “potentially traumatic fractures” (2 or more fracture types within 7 days) likely 

misclassifies some osteoporotic fractures as traumatic. However when we excluded 

potentially traumatic fractures in a sensitivity analysis, the magnitude of our odds ratios and 

Kappa values were reduced, but the order was not changed, suggesting that the association 

between these fracture types remains relevant.

Before a composite fracture outcome could be considered, it will be important to confirm 

that pharmacologic treatments result in similar fracture risk reductions for all fracture types 

within the cluster. Because use of pharmacologic therapy for osteoporosis was not 

randomized, such analysis would be biased within our cohort; meta-analysis of randomized 

controlled trials will be the most appropriate data to accomplish this task.

In conclusion, we found that pelvic/acetabular, distal femur, and humerus fractures correlate 

with hip fractures nearly twice as much as with other fracture types. If these 3 skeletal sites 

are shown to have risk reductions to that of hip upon osteoporosis therapy, a composite 

fracture endpoint could potentially be used to increase the number of outcomes of interest to 

provide a more precise estimate of hip fracture risk in clinical trials.
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Figure 1. Cohort schematics for follow-up time and event ascertainment. Note that the order of 
the fracture events did not matter for this analysis
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Figure 2. CONSORT diagram illustrating selection of subjects for analysis
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Table 1
Patient characteristics and fracture incidence in the study cohort of Veterans followed 
from 1999-2009

Characteristic Overall Cohort
(n=5,036,536)

N

Male Veterans with Hip and ≥ 1 Other Fracture Type during Study 
Period

(n=60,614)
N

Mean age, years (SD) 66 (10.0) 76 (9.5)

Race/Ethnicity (%)

 White, non-Hispanic 3,432,497 (68.2) 44,810 (73.9)

 Black, non-Hispanic 575,131 (11.4) 3,271 (5.4)

 Other 204,827 (4.1) 1,888 (3.1)

 Unknown 824,081 (16.4) 10,645 (17.6)

Mean BMI, kg/m2 (SD) 29.0 (5.5) 26.7 (5.0)

Alcohol Dependence (%)a 1,004,278 (19.9) 13,913 (23.0)

Glucocorticoid use ≥ 90 days (%) 73,834 (1.5) 1,614 (2.7)

One or more fractures during follow-up (%)

 Any fracture 595,579 (11.8) 60,614 (100)

 Hip 125,479 (2.5) 60,614 (100)

 Rib 174,859 (3.5) 16,347 (27.0)

 Distal femur 120,713 (2.4) 21,498 (35.5)

 Forearm 65,617 (1.3) 7,256 (12.0)

 Shoulder 58,318 (1.2) 10,357 (17.1)

 Tibia/fibula 52,439 (1.0) 5,410 (8.9)

 Pelvis/acetabulum 32,906 (0.7) 16,894 (27.9)

 Spine 130,950 (2.6) 14,613 (24.1)

 Otherb 92,618 (1.8) 8,258 (13.6)

Potentially traumatic fractures during follow-up 107,619 (2.1) 37,282 (61.5)

All comparisons statistically significant at P<0.001.

a
Alcohol dependence defined as 1 or more of ICD9 codes 290.X, 291.X, 303.X, 305.00, or CPT code 4320F.

b
Other includes all other fractures except skull, hand, and foot.
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