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ABSTRACT CryoEM continues to produce density maps of larger and more complex assemblies with multiple protein compo-
nents of mixed symmetries. Resolution is not always uniform throughout a cryoEM map, and it can be useful to estimate the
resolution in specific molecular components of a large assembly. In this study, we present procedures to 1) estimate the reso-
lution in subcomponents by gold-standard Fourier shell correlation (FSC); 2) validate modeling procedures, particularly at
medium resolutions, which can include loop modeling and flexible fitting; and 3) build probabilistic models that combine high-ac-
curacy priors (such as crystallographic structures) with medium-resolution cryoEM densities. As an example, we apply these
methods to new cryoEM maps of the mature bacteriophage P22, reconstructed without imposing icosahedral symmetry. Res-
olution estimates based on gold-standard FSC show the highest resolution in the coat region (7.6 Å), whereas other components
are at slightly lower resolutions: portal (9.2 Å), hub (8.5 Å), tailspike (10.9 Å), and needle (10.5 Å). These differences are indic-
ative of inherent structural heterogeneity and/or reconstruction accuracy in different subcomponents of the map. Probabilistic
models for these subcomponents provide new insights, to our knowledge, and structural information when taking into account
uncertainty given the limitations of the observed density.
INTRODUCTION
CryoEM is becoming an established method for producing
density maps of increasingly complex macromolecular as-
semblies. A resolution is normally reported with each
map, giving an indication of how much detail the map
shows. High-resolution reconstructions (<4 Å) can provide
detailed atomic-level models including backbone and side-
chain atom placements. Medium-resolution reconstructions
(4 to 10 Å) typically show secondary structures (e.g., a-he-
lices and b-sheets). At lower resolutions (>10 Å), only indi-
vidual proteins and their position with respect to each other
may be coarsely discernible. Accurate estimation of resolu-
tion is thus quite important, as it gives an idea of what infor-
mation can be extracted from the density map.

The calculation of resolution is based on computing a
Fourier shell correlation (FSC) plot between two density
maps, each map derived from half of the data (see earlier re-
view (1)). When both halves of the data are aligned to the
same reference, the resolution can be overestimated because
of overfitting of noise (2); this has led to the gold-standard
approach to be proposed, which recommends that both
halves of the data be separated from the outset and aligned
to independent references (3,4). It is also common that the
area of interest (the molecular components) is masked out
Submitted July 30, 2015, and accepted for publication November 11, 2015.

*Correspondence: pintilie@bcm.edu

Dong-Hua Chen’s present address is Department of Structural Biology,

Stanford University, Stanford, California.

Editor: Andreas Engel

� 2016 by the Biophysical Society

0006-3495/16/02/0827/13
in the two reconstructions when calculating resolution, so
as to eliminate the background where correlations are low.
Such masking could introduce artificial correlations and
thus affect the estimated resolution, though this can be
avoided by using smooth masks (5).

Resolution can vary throughout the density map, and
particularly from component to component. Two recent
methods have looked at how to estimate local resolutions.
One of them is based on FSC calculation of small extracted
volumes around each voxel (blocres) (6), and another is
based on fitting localized basis functions to densities around
each voxel (resmap) (7). These methods provide a resolution
estimate for each voxel in the map. In this study, we are
interested in estimating resolution for each individual pro-
tein component within a large assembly. This analysis al-
lows an investigator to zoom in one component at a time,
for various research inquiries specific to each component.
It involves applying masks around segmented components.
We address the effect of using either the same or different
masks in the two independent reconstructions (which has
not been studied before, to our knowledge) as well as the ef-
fect of softness of the masks (which has been discussed
earlier (5)).

To further analyze density maps at intermediate resolu-
tions, atomic structures from x-ray crystallography are often
rigidly docked and compared with map densities (8). In
some cases, where there are differences between the docked
model and cryoEM density, models are further flexibly fitted
to find different conformations that match the cryoEM map.
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A main concern when using flexible fitting methods is that
they could potentially overfit or unnecessarily distort the
model, because of its many degrees of freedom, especially
in the presence of noise. To reduce this effect, most methods
constrain the model, e.g., via molecular dynamics and rigid
bodies (FlexEM) (9), deformable elastic networks (DireX)
(10), or molecular dynamics coupled with additional elastic
constraints or flexible fitting (MDFF) (11).

In this article, we seek to address 1) how the resulting
models can be validated, and 2) how multiple results can
be combined to assess and relate the flexibly fitted model
to the observed density, particularly in the medium-resolu-
tion range. This procedure is meant to be useable with
other flexible fitting and modeling methods, and is not
method-specific. Although we have used all three flexible
fitting methods, in this study we only present and evaluate
results produced with the MDFF method. In this particular
case, MDFF allows a reasonable amount of flexibility
while avoiding the need for defining rigid bodies (as
in FlexEM), and allows parts of the model such as long
loops to move more freely (elastic networks methods
such as DireX tend to keep them closer to their initial
conformation).

To address the question of validation or whether a model
has been overfitted, one recent approach was to 1) remove
data at high frequencies, 2) fit the model to the remaining
low-resolution data, and 3) calculate the correlation between
the model and the original map in the high-frequency band
(12). A weakness of this approach is that, as pointed out by
the authors, there can be significant cross talk between struc-
ture factors at all resolutions in a cryoEM density map.
Amore direct approach is to use independent reconstructions,
which are now very common, first shown for modeling and
refinement at medium-high resolutions using Rosetta (13).
The main idea in this approach is to use only one of the inde-
pendent reconstructions for modeling and refinement, and
then use the second independent reconstruction for valida-
tion. We use the same approach here as a validation tool for
loop modeling and flexible fitting with MDFF.

It is also quite common that long loops are not resolved in
crystal structures because of their flexibility. Adding such
loops into the model can be done with various homology-
modeling software such as MODELER (14) and Rosetta
(15), however these tools are not adapted to use densities
in cryoEM maps for guidance in the initial step; though
the density could be used subsequently to pick good candi-
dates for refinement, this process can be cumbersome espe-
cially for longer chains. Gorgon and Pathwalker (16) can be
used to more directly build loops in cryoEM density maps,
however earlier placement of pseudo-atoms for each residue
is needed, which may be hard at lower resolutions where the
backbone density is not visible. In this study we present a
new method, to our knowledge, to directly add long loops
to a model based on segmented densities in medium-resolu-
tion cryoEM maps.
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It remains an open question how accurate a model result-
ing from rigid docking and flexible fitting can be. Previous
approaches have studied how different methods can be com-
bined to improve the resulting model (17), or using ensem-
bles and clustering to present different results (18). In our
study, we explore a fundamentally different approach,
which assumes that given low-resolution information, it
may be impossible to distinguish between different possible
models that match the density equally (or nearly equally)
well. To this end, we propose the use of probabilistic
models, which aim to capture the uncertainty in the resulting
model because of limited and incomplete information in
medium-low resolution density maps.

As an example, we apply resolution estimation, loop
modeling, flexible fitting, and probabilistic modeling
methods to a new asymmetric reconstruction of the P22
bacteriophage in mature form. This is an ideal specimen
to demonstrate our approach because 1) it is a large map
with multiple subcomponents (coat, portal, hub, tailspike,
needle proteins, and packaged DNA); 2) there are known
crystallographic structures of portal, hub, tailspike, and nee-
dle proteins; 3) the crystallographic models have several
missing loops; and 4) flexible fitting in medium-resolution
cryoEM maps does not produce unique results, and hence
the results are more appropriately represented with probabi-
listic models.

The mature P22 bacteriophage virion consists of T ¼ 7
icosahedral arrangement of coat proteins; at one fivefold
vertex, in the place of five coat proteins (one from each
asymmetric unit) are the portal, hub, and tail assembly
(19). The portal consists of 12 (gp1) proteins and the hub
of 12 (gp4) proteins. Both portal and hub proteins are circu-
larly arranged around the fivefold vertex, with pseudo C12
symmetry. The tail assembly includes six tailspike trimers,
with each trimer consisting of three (gp9) proteins, and a
needle consisting of three (gp26) proteins. Each tailspike
protein has a N-terminal head-binding and a C-terminal ad-
hesin domain.

The entire P22 phage has been imaged in both procapsid
and virion forms by cryoEM and reconstructed with icosa-
hedral symmetry to near-atomic resolutions (nongold stan-
dard) (20). From the density maps, Ca backbone models
for the gp5 coat protein in both procapsid and virion states,
were built de novo. Because of icosahedral averaging, por-
tal, hub, and tailspikes are not seen in the icosahedral maps.

Asymmetric reconstructions of both the procapsid and
virion have also been previously reported. The procapsid
at 8.7 Å resolution (nongold standard) showed interacting
shell, portal, and scaffolding proteins (20). The virion at
7.8 Å resolution (nongold standard), revealed coat, portal,
hub, and tailspike components (21). In the latter, crystal
structures of corresponding proteins were rigidly fitted
into the map. Basic flexible fitting was applied to the portal
protein showing a narrowing in the top of the barrel
domain in the virion form, a possible structural mechanism
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for head-full sensing and stabilization of DNA once it has
been inserted. In our study, we seek to add to this analysis
by 1) estimating gold-standard resolutions through each in-
dividual component in an asymmetric reconstruction of the
P22 virion using a different image processing proto-
col, 2) building more complete and validated models based
on the observed density, and 3) looking for further biolog-
ical insights based on new probabilistic models.

We first present a newly reconstructed asymmetric den-
sity map of the P22 phage in virion form, and we evaluate
the gold-standard resolutions in its components such as por-
tal, hub, tailspike, and coat proteins. The proteins for some
components have crystallographic structures determined
previously, though stretches of their amino acids in some
loop regions were not resolved. We use loop modeling to
build the connectivity of the missing residues under the re-
straints of the cryoEM densities. We also use MDFF to
establish the models of the portal, hub, and tailspike proteins
under the cryoEM density restraints. The results are vali-
dated and tested for overfitting by FSC plots between the re-
sulting models and independent, masked density maps. In
addition, multiple resulting models are combined into prob-
abilistic models, which reveal the uncertainties in backbone
atom positions throughout the model attributable to two fac-
tors: 1) the model is underconstrained by the observed den-
sity during modeling, and 2) the model’s inherent rigidity
given its structural composition. We finally discuss some
new biological insights, to our knowledge, based on these
probabilistic models.
MATERIALS AND METHODS

CryoEM and data processing

P22 virionswere purified from Salmonella typhimurium using an established

procedure (20). R1.2/1.3 400-mesh preirradiated copper Quantifoil grids

(Quantifoil Micro Tools, Großlöbichau, Germany) were used for sample

freezing on aVitrobotMark III (FEI, Hillsboro, OR).No continuous thin car-

bon support film was applied to the holey grids before specimen freezing.

The data was collected on a Gatan 10� 10 k CCD (US10000XP, 9 mm/pixel,

model 990 (22)) with 2� hardware binning on a 300-kV JEM-3200FSC

cryo-electron microscope (JEOL, Japan) with a 20-eV energy slit from the

in-column energy filter and ~25 e/Å2 dose per micrograph and with an effec-

tive magnification of 70,600� (yielding 2.55 Å/pixel on the specimen level)

and the specimen temperature of ~101K. Particle imageswere automatically

boxed out using the program ethan (23). The total number of particle images

was 79,731 with 512 � 512 box size. Contrast transfer function fitting was

performed automatically using fitctf.py (24) and subsequently fine-tuned

manually using ctfit in EMAN1 (25).

The symmetry-free reconstruction for P22 virion was done in a similar

way as that for P22 procapsid (20) but with a gold-standard approach.

Briefly, the particle images were first separated into odd/even subsets.

Then initial model for each subset was built by EMAN1 program starticos

or by multipath simulated annealing (26) and assuming the random orien-

tations then EMAN1’s make3d. Afterward the particle icosahedral orienta-

tions in each subset were gradually refined to subnanometer resolution

using multipath simulated annealing’s coarse search. The next steps are

for symmetry-free reconstruction. The faint density at the special vertex

representing the tailspikes, hub, and portal was segmented out from the
icosahedral map and then sixfold averaged to seed as the initial model to

aid in the subsequent steps for determining the location and orientation

of the special vertex in each particle image (16,17). The reconstruction fol-

lowed was done with C1 symmetry, producing a new density map including

the special vertex. The choice of particle images for the symmetry-free

reconstruction was based on the statistical significance (2s) of the

lowest-phase residual in the orientation search of each particle’s special ver-

tex based on the already-determined icosahedral orientations (20). The spe-

cial vertex density segmented from the new density map was used as the

new initial model for the next cycle of location and orientation for the

unique vertex in each particle image. Several iterations were done for

the C1 orientation search until the best resolution based on the gold-stan-

dard FSC was reached.
Segmentation

All maps were segmented using Segger (27), extracting the shell (gp5; 415

copies), portal (gp1; 12 copies), hub (gp4; 12 copies), tailspikes (gp9, 6 tri-

mers), needle (gp26, 3 proteins), and DNA (Fig. 1). Densities for other

components such as tube (gp10), pilot proteins, and portal plug are not

analyzed further because of lack of known crystal models or convincing

identifications.

When segmenting a density map, Segger first computes watershed re-

gions (27). Each watershed region is a set of connected voxels that corre-

spond to a single density maximum. The boundaries between regions

delineate the lowest densities between adjacent maxima. Scale-space

filtering is then used to group watershed regions, based on progressively

low-passed filtered versions of the same map. This typically groups regions

from the same protein together; however, manual regrouping is also typi-

cally needed to improve the segmentation, for example, using a known crys-

tal model for guidance.
Icosahedron-corrected radial segmentation for
the coat and DNA

In the P22 virion, the coat assumes an icosahedral shape. This was lever-

aged to more easily segment out the coat from the DNA and the rest of

the complex. First, watershed regions were obtained for the entire map,

while excluding portal, hub, and tailspike subcomponents. Then, the dis-

tance of each segment from the center of the virion was computed, and cor-

rected for the icosahedral shape. The latter was done as follows: the vector

from the center of the map to the center of each region was projected onto

the nearest vector from the center of the map to the center of an icosahedral

face. The magnitude of this vector was taken as the icosahedron-corrected

radial distance. A histogram of these distances shows distinguishable peaks

for the coat and the first few DNA shells. The segments corresponding to the

coat were grouped based on this histogram. Slight manual modification was

needed at the 12 fivefold vertices, where the shape of the coat is not

perfectly icosahedral. This method is available in the Segger plugin for

UCSF Chimera (28) (rSeg module).
Masking for FSC computation

To measure the FSC between different subcomponents (coat, portal, hub,

and tailspike trimers) in the virion maps, each of the two independently re-

constructed maps with two halves of particle images were masked with

segmented regions corresponding to each subcomponent. When using the

same mask in two maps with a sharp drop-off, correlations may be expected

because of this mask boundary (Fig. 2 B). This can be avoided if 1) the

masks have different boundaries between the two half maps, and 2) a soft

mask is used (Fig. 2 B). These two conditions are met here, as follows:

1) WhenusingSegger to segment amap, a threshold is applied to themapand

only densities above this threshold are included in the segmented regions.
Biophysical Journal 110(4) 827–839
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FIGURE 1 Entire P22 density map viewed as (A)
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entire map and individual components. This figure
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can vary significantly from component to com-

ponent.
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Because the densities in eachmap are slightly different, their densities at a

given threshold are also different. Furthermore, the boundaries between

segments are also different, as they follow the lowest-density contour be-

tween corresponding peaks, and these will differ in independent maps.

2) To create a softmask froma segmented region, a sharpmask is first created

by setting the value at all grid points inside the segment to 1 and all others

to 0. This mask is then low-passed filtered before it is applied to the map.

(The chimera Gaussian filter function is used for this purpose).

The soft mask is computed for each subcomponent, in each of the two

independent maps, and applied to the corresponding map. This produces
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two (independent) masked maps for each subcomponent, which are then

used as input into the FSC computation. This procedure is available in

the Segger plugin for UCSF Chimera (extract module). The FSC computa-

tion was performed with EMAN2 (e2proc3d.py with -apix and -calcfsc

options).

Furthermore, using the same principles, we also segmented and masked

out individual coat, portal, hub, and tailspike proteins. The needle proteins,

however, could not be individually segmented, as they are quite narrow and

closely intertwined: at the observed resolution, each protein could not be

separately delineated using the watershed regions from the nonsmoothed

density map.
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Rigid docking of x-ray structures into density

Crystal structure models were rigidly docked into density maps, using the

Fit to Segments module in the Segger plugin for UCSF Chimera. Z-score

analyses were performed to ensure that the results are statistically signifi-

cant (8). To compute the z-score, an exhaustive rotational search is per-

formed, and the top score is compared with other random placements of

the model in the map. The z-score indicates how many standard deviations

the top score is above the average of all the other scores. Visual inspection

also confirmed that the agreement between docked models and density was

good, and any resolved helices in the map correspond to the helices seen in

the crystal structure.
Density-guided loop modeling

To add missing loops to a crystal structure model, nearby densities are first

identified using Segger. A number of points equal to the number of missing

residues are then randomly distributed throughout this region. These points

are then randomly connected into a chain, and their positions are relaxed

gradually such that

� the connected points stay ~3.8 Å away from each other (the average dis-

tance between two Ca atoms);

� the nonconnected points push each other away to avoid overlaps

� the points are pushed slightly in the direction of the density gradient to

keep the chain inside nearby density

� the points are pushed away from the rest of the model and

� the angle between two lines connecting any three adjacent points is

pushed toward 180� (to avoid sharp turns in the chain.

After this relaxation, each point in the chain is replaced with a full atomic

model of the corresponding residue, while trying to avoid collisions be-

tween the side-chain atoms and the rest of the model. This method is avail-

able in the Segger plugin for UCSF Chimera (SegLoop module).
Flexible fitting using MDFF

Visual molecular dynamics (VMD) (29) andMDFF (11) were used to set up

and flexibly fit each model into the density map as described in the online

tutorial (30). MDFF uses a full atomic force field to maintain good stereo-

chemistry in the structure, while applying forces at each atom in the

direction of the density gradient during the simulation. The forces make

the structure gradually change to better fit the observed density. The atomic

force field includes force fields that penalizes atom-atom clashes

and maintains proper bond length, bond angle, and dihedral angles.

In MDFF, the parameters for these forces come by default from the file

par_all27_prot_lipid_na.inp, which are based on the CHARMM force field

(31). Extra elastic restraints for secondary structure dihedrals, hydrogen

bonds, cis peptide bonds, and chiral centers are added byMDFF to maintain

proper secondary structure and prevent overfitting.

MDFF was applied to complete atomic models of the portal (gp1), hub

(gp4), and tailspike (gp9) proteins. Portal and hub proteins were simulated

together as a complex of 12 copies of portal (gp1) and 12 copies of hub

(gp4) proteins (24 proteins in total). The tailspike proteins were simulated

as a trimer of three gp9 proteins (there are six trimers per virion). The pro-

teins were simulated together so as to replicate a more accurate environ-

ment in which each protein is found. Simulating a single protein from

each component may make it appear more flexible than it really is, and

nearby contacting proteins could potentially limit this flexibility and reflect

the actual biological environment.

In both systems, 1 � 104 minimization steps were performed, followed

by 6 �105 molecular dynamics (MD) steps (1 MD step ¼ 1 fs). During

MD, atoms move under 1) the restraints mentioned above, 2) random forces

that mimic solvent at a given temperature (300K), and 3) extra density

forces applied at each atom in the direction of the gradient of the density.
The extra density forces over time tend to move the model toward a

different conformation that better matches the density map. Root-mean-

square deviation plots showed that the model has stabilized by the end of

the simulation (i.e., was no longer changing significantly as it did during

the early simulation steps).
Validation and test for overfitting

For this test, only densities from one of the independent maps (map A) are

used when adding missing loops and flexibly fitting models using MDFF, as

described in the sections above. Then, the second independent map (map B)

is used to validate and test for overfitting. The procedure is as follows:

1) The crystal structure is rigidly docked into map A, missing loops are

added, and then the complete model is flexibly fitted to map A using

MDFF.

2) For comparison and visualization purposes, the atomic model (before

and after loop modeling and flexible fitting) of a single protein subunit

was extracted and used to simulate a density map at a resolution of

5 Å (using the command molmap in Chimera).

3) Corresponding densities for a single protein were also segmented and

extracted from both maps A and B.

4) FSC plots between the initial and final models of a single protein and

map A and map B are calculated using EMAN2 e2proc3d.py method.
Probabilistic models

In a medium-resolution density map, each atom in a fitted model is not

strongly restrained by the cryoEM density. Therefore, many atomic models

with good stereochemistry are possible. Running MDFF on an initial model

can produce a number of different structures, as randomness is introduced

in each simulation by implicit (or explicit) solvent at a temperature of 300K.

The uncertainty in the results is captured here by a probabilistic model. We

are only interested in the position of the a-carbon atom in each residue, as at

the resolutions seen in this density map, it is not possible to meaningfully

restrain positions of side-chain and other atoms in each residue.

In an atomic structure, connected backbone atoms influence each other

via indirect atomic bonds, van-der Waal forces, and electrostatic forces;

thus the position of each backbone atom is dependent on the positions of

all the other backbone atoms. The probability distribution function for

the position of each backbone atom would be very complex if we tried to

model this interdependence. For simplicity, we only assume that the posi-

tion of each backbone atom can be modeled as an independent variable,

and hence can be represented simply with a single normal (or Gaussian)

probability function.

The probabilistic model is built by sampling. In this case we run the

modeling and flexible fitting procedure 10 times for each protein subunit,

first using only map A. The probabilistic model was built from these 10 re-

sults with the following steps:

1) For each residue’s Ca atom, its average position among the 10 results is

calculated.

2) The average model is determined to be the one out of 10 models that has

the minimum sum of distances from each residue’s Ca to the average Ca

position (from step 1) for that residue.

3) The distance from the Ca atom position in each residue (in each of the

10 results) to the same residue in the average model is calculated.

4) The standard deviation around the average position at each Ca atom po-

sition is then calculated.

The loop modeling and flexible fitting was also run five times in map B.

The first five results frommap A and the five results in map B were then also

combined into a probabilistic model. This could be useful in determining

whether the probabilistic model can also assess uncertainty seen in indepen-

dent reconstructions.
Biophysical Journal 110(4) 827–839
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The following equations define the probabilistic model more concretely:

Let Cn
i be the three-dimensional position (x,y,z) of the Ca atom in resi-

due i, resulting model n, with
a. i ¼ 1::M, M is the number of amino acids/residues in the protein

(this number varies from protein to protein),

b. n ¼ 1::N, N is the number of resulting models after loop

modeling and flexible fitting (here, N ¼ 10).

Let Ci be the average position of the Ca atom in residue i among the 10

samples, i.e.

Ci ¼
PN

n¼ 1C
n
i

N
:

3) The average or representative model is chosen to minimize the following

sum-of-distances function, from the Ca position in each residue to the
average Ca position for that residue among the 20 models:

a. the average model is a ¼ argminðf ðnÞÞ where

f ðnÞ ¼
XM
i¼ 1

���Cn
i � Ci

��� ;

n ¼ 1::N:
4) The standard deviation at each residue, i, is then defined as follows:
si ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

N

XN
n¼ 1

�
Cn

i � Ca
i

�22

vuut ; for i ¼ 1::M:

The standard deviation at each residue is stored in the PDB file in the b-fac-
tor column. UCSF Chimera is used to render the probabilistic model using

Tools/Depiction/Render byAttribute, varying the Colors and thickness

(Worms) at each residuepositionbased on the standarddeviation.Thismethod

is available in the Segger plugin for UCSF Chimera (ProModmodule).
RESULTS

P22 cryoEM density maps and subcomponents

A total of 1,130 CCD frames were collected, and 79,731
P22 phage particles were picked and used to compute a den-
sity map, without imposing any symmetry. The published
reconstruction method (26) was used. In addition, two den-
sity maps (maps A and B from halves of the same data set)
were independently reconstructed, both without symmetry
imposition. Gold-standard FSC comparison of these two
maps estimates the resolution to be 10.5 Å (Fig. 1). One
of the two maps is shown in Fig. 1, first as an entire map
(Fig. 1 A), a slice through the middle of the map
(Fig. 1 B), and finally with each segmented component high-
lighted with a different color (Fig. 1, C and D).

FSC plots for the entire virion and masked subcompo-
nents are also shown in Fig. 1 E. From these plots, it can
be seen that the coat protein is resolved to a higher resolu-
tion (7.6 Å) than the portal (9.2 Å), hub (8.5 Å), tailspike tri-
mers (10.9 Å), and needle (10.5 Å) components. Because
the particle orientations of the icosahedral components
(coat proteins) were determined in the first step using the
standard Fourier common-line criteria, their determinations
are more accurate. The subsequent step in determining the
Biophysical Journal 110(4) 827–839
positions and orientations of the portal vertex components
may subject to different accuracy. This may contribute to
better-resolved densities in the map corresponding to the
coat protein. Other factor contributing to the different reso-
lutions in different parts of the map is likely because of the
varying conformational flexibility inherent in the protein
components. The resolution of the entire virion is 10.5 Å,
which is lower than that of most of the individual protein
components, likely because the DNA density in the interior
part of the particle has the worst resolution (13.1 Å). The
protein components with the lower resolutions are the tail-
spikes (10.9 Å) and needle (10.5 Å).

No symmetry was imposed during reconstruction, how-
ever the components themselves are pseudo-symmetric.
The coat has icosahedral symmetry, the hub, and portal
are in C12, and the tailspike trimers are C6 symmetric. In
Fig. S1 in the Supporting Material, the pseudo-symmetry
can be seen in rotational cross correlation plots for the portal
(C12), hub (C12), and tailspike trimers (C6) though no sym-
metry was imposed in the reconstruction. The plots indicate
that the portal densities are extremely similar and have 12-
fold symmetry (all 12 peaks are near 1.0 cross correlation).
On the other hand, densities corresponding to the hub and
tailspike trimers are less similar, with peaks closer to 0.9.

Individual proteins were also segmented out in both inde-
pendent maps and compared by FSC plot (Fig. 2 A). The
FSC plots for individual proteins are very similar to those
for the respective entire component, indicating that each
component indeed follows the above mentioned symme-
tries. The FSC0.143 resolutions for each component complex
compared with FSC0.143 resolutions for a single protein are
very similar: coat (7.6/7.7), portal (9.2/9.4), hub (8.5/8.4),
and tailspike trimers (10.9/11.2), respectively. The map
and segmented components have been deposited to the Elec-
tron Microscopy Data Bank (EMDB) under a single entry
with accession number EMD-8005.
Effect of masking on FSC plots

The effect of masking with the same or independent masks
and across various mask widths is illustrated in Fig. 2 B. It
shows that high-frequency correlations can indeed be intro-
duced when comparing independent maps masked with the
same, nonsmoothed mask by FSC, and to a lesser degree
also when comparing independent maps masked with
different nonsmoothed masks. However, when smoothing
the masks in either case, these high-frequency correlations
are avoided. At small smoothing widths, high-frequency
correlations because of masking appear to be dramatically
lower when using different masks in each independent map.
Coat proteins

Fig. 3 B and Movie S1 show a single coat protein segmented
from the map, along with a rigidly docked model that was
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previously built from a higher-resolution icosahedral recon-
struction of the P22 virion, PDB: 2XYZ (20). Alpha-helices
are clearly seen in the density, as expected at the subnanom-
eter-resolution (7.6 Å) map estimated for this segment (32).
Per-voxel resolutions computed with resmap are visualized
on the surface of the density in Fig. 3 C and appear to range
mostly between 6 and 9 Å.
Portal proteins

The portal protein complex is made up of 12 copies of gp1,
arranged circularly to form a channel through which DNA is
inserted into the particle. Long a-helices form a barrel
domain, which points toward the center of the capsid. A sin-
gle portal protein is segmented as shown in Fig. 3 D and its
surface colored with per-voxel resolutions computed with
resmap is shown in Fig. 3 E. The resolution estimated in
this segment is 9.2 Å, and resmap resolutions coloring the
surface in Fig. 3 E appear to be in the range of ~8 to 10 Å.

Fig. 3 D shows a crystallographic model of a single portal
protein (green) (33), rigidly docked into the cryoEM den-
sity. The density matches the crystal structure model very
well, with some visible a-helices in the density closely
matching those in the model. However, there is a significant
difference at the bottom of the barrel domain, where the
a-helix in the crystal model lies outside the cryoEM density.
This difference was also pointed out in a previous study
(21), and it reinforces the frequently encountered phenome-
non that the crystal structure of a protein does not neces-
sarily reflect its actual conformation(s) in a genuine
biological environment.
Hub proteins

The hub consists of 12 gp4 proteins, also circularly arranged
like the 12 portal proteins. All 12 hub proteins are shown in
Fig. 3 A, and a single hub protein along with segmented den-
sities are shown in Fig. 3 F (top). The figure also shows a
docked crystal model of this protein (purple) (33). The res-
olution of this component is estimated to be 8.5 Å, and as
would be expected, some of the alpha helices can marginally
be seen in the density (Movie S1). Fig. 3 G shows a surface
of the segmented hub protein with colors reflecting resmap
resolutions; these appear to vary between 8 and 9Å,
Biophysical Journal 110(4) 827–839
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consistent with the resolution estimated with the masked
FSC0.143 criterion.
Tailspike proteins

Six tailspike trimers are arranged circularly around the hub.
Fig. 3 A shows crystallographic models representing one
trimer docked inside the density. The tailspike protein has
not been solved in its entirety using crystallography; instead
its two domains were solved separately, and hence the entire
tailspike protein can be found as two separate PDB files:
1LKT and 1TYU (34,35). Each of the two domains was
rigidly fitted as a trimer, as shown in Fig. 3 A. The fits are
good, as evidenced by good z-scores and visual match be-
tween the fitted structures and the observed density. Second-
ary structure elements do not appear to be resolved in this
component, which is to be expected given its resolution of
10.9 Å calculated by gold standard FSC0.143.

Fig. 3 F shows single chains from each of the two crystal
structures, representing the N-terminal head-binding
domain and the C-terminal adhesin domain of a single
tail-spike protein. Because the two domains come from
different crystal structures, the two chains are not connected
and a gap can be seen between them. The missing residues
are added so as to create a complete tailspike (gp9) protein
as described in a subsequent section. Fig. 3 G shows the sur-
face of a single gp9 protein (under the hub/gp4 protein),
with coloring representing resmap resolutions, which
appear to vary between ~8 and 16Å.
Needle proteins

The needle proteins take the form of a trimer, where all three
proteins have a mostly a-helical structure curled up into a
triple helix. The docked crystal model, PDB: 2POH (36),
is shown in Fig. 3 H, along with a surface enclosing density
segmented for these proteins. These densities could not be
segmented into separate proteins, because the resolution is
quite low for this component (10.5 Å), and the three protein
chains are tightly wound around each other into a triple-he-
lix. Coloring of the surface with resolutions from resmap
(Fig. 3 I), shows resolutions varying between 10 and 16Å.
Loop modeling

A 28 amino-acid (AA) loop (residues 464–492) of the portal
protein (gp1), is missing in the crystal structure, likely
because this loop is disordered and thus has many possible
conformations. The cryoEM map shows some densities,
which can be attributable to this loop (Fig. 3 E). This puta-
tive density is not noise because it can be seen in both inde-
pendent maps at a lower (but above-noise) threshold level.
Because this loop is quite long, resulting loop conforma-
tions can be varied. We built 10 different loop models
(Movie S2), and each of the 10 full portal protein models
Biophysical Journal 110(4) 827–839
was flexibly fitted using MDFF (also described in more de-
tails in Methods, and shown in Movie S3).

The same procedure was used to build three smaller
missing loops in the tailspike protein (gp9). One of the loops
(residues 110–112) was added to connect one chain from the
head-binding domain trimer (PDB: 1LKT), to one chain
from the adhesin-domain trimer (PDB: 1TYU). The two do-
mains of the same protein were solved using x-ray crystal-
lography separately, and hence there are two PDB files,
one for each domain. The other two missing loops (residues
401–406 and 509–513) were also added to the tail domain
(PDB: 1LKT). Thus we produced a complete model of the
tailspike protein based on two independent crystal structures
for its two domains and the cryoEM density.
Flexible fitting: Validation and test for overfitting

MDFF applies forces to each atom position in the model in
the direction of the gradient, and hence the resulting model
tends to match the density better than the initial model after
the simulation. However this could also result in overfitting
as the full atomic model has many degrees of freedom (three
per atom, represented as each atom’s position in space). The
main parameter that can be varied with MDFF is the
gradient scale, which determines the strength of the force
applied on the model in the direction of the density gradient.
The value recommended by the MDFF tutorial is 0.3; larger
values can result in overfitting, as the forces because of the
density gradient on each atom become correspondingly
larger. We tested values of 0.1 to 0.9 and 500.

The protocol we used to validate the resulting model and
to test for overfitting is illustrated in Fig. 4. The process
involves 1) masking the density of interest (in this case
one protein from the portal) from both independent
maps, resulting in maps A and B; 2) rigid docking of the
crystallographic model to map A; 3) loop modeling and
flexible fitting based on map A; and 4) comparison of
the resulting model with map B by computing the FSC be-
tween them.

The initial model and cryoEM densities are shown in
Fig. 5 A. Below them, three FSC plots are shown: protein
map A to protein map B, initial model to map A, and initial
model to map B. The FSC of map A to map B (the signal
curve) shows the structural information that we have about
the portal protein. The FSC plot of initial model to map A is
well below the signal curve, because the crystal structure of
the model is not the same as the structure seen by cryoEM.
The FSC plot of the initial model to Map B is very similar to
the FSC plot of the initial model to Map A.

Fig. 5 B and Movie S3 show one of the resulting models
after flexible fitting with MDFF, using a (moderate) gradient
scale of 0.3. Visually, the model fits the density better in
several parts, primarily at the start of the barrel domain,
shown with an arrow and text in Fig. 5 B. This change is
similar to that reported previously, as a narrowing of the



FIGURE 4 Flexible fitting validation protocol using two independent maps (A and B). On the far left, entire portals extracted from the two independent

maps are shown, with a single protein colored in green. Map B is aligned to map A, though in the images the densities are shown separately. The protocol

involves docking of a crystal structure and modeling based on map A (top row), then evaluating the resulting model by FSC plot to both maps A (top row)

and B (bottom row). To see this figure in color, go online.

CryoEM of Mature P22 Bacteriophage 835
barrel part of the portal (21). The FSC plot for the fitted
model to map A in Fig. 5 B is now much closer to the signal
curve, though it has not overpassed it (hence no overfitting
has occurred). The FSC plot for the fitted model to map B
is still very similar to the FSC plot of the fitted model to
map A, meaning that the fitted model is still valid in the
context of the observed density from the independent
map B (i.e., the independent map B is used to cross-validate
the resulting model). Similar results were obtained with
gradient scales of 0.1 to 0.9 (data not shown), in that the
fitted model appeared to stay valid and did not overfit to den-
sity; only minor differences in the final model and FSC plots
were observed.

Fig. 5 C shows the model after flexible fitting with MDFF,
but using an extremely high gradient scale of 500. At such a
large gradient scale, very large forces are applied at each
atom in the direction of the density gradient. Comparing
the resulting model with map A, the FSC plot is now very
much above the signal curve (especially at higher fre-
quencies), meaning that the fitted model has been overfitted
(mostly to high-frequency noise). Moreover, the FSC plot
for the fitted model to map A is also no longer similar to
the FSC of the fitted model to map B, hence the fitted model
no longer agrees with the (cross-validating) independent
data set (map B).
Probabilistic models

A probabilistic model of a protein consists of 1) the average
model (the one model from the 10 resulting models with
minimum sum of distances from each Ca position to the
average Ca position among the 10 models), and 2) the stan-
dard deviations at each Ca position among the 10 results.
The standard deviation reflects the likelihood or probability
that the position of the Ca atom in each residue is in a given
area of space, based on the observed density in which the
models are generated, and the modeling procedure itself.

Based on the 10 samplings for the portal protein, we
tested the assumption that distances from the Ca atom in
each residue to the position of the Ca atom in the same res-
idue in the average model follow a normal distribution. The
assumption was tested using a normal probability plot (37)
(Fig. S2). The plots show that this assumption is valid based
on the obtained samplings.
Probabilistic models of the portal, hub and
tailspike proteins

Probabilistic models for the portal, hub, and tailspike pro-
teins are shown in Fig. 6, A and C. The standard deviation
at each backbone atom is coded in the following two
Biophysical Journal 110(4) 827–839
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ways: 1) by thickness, with thicker tube corresponding to
higher standard deviations; and 2) by color, with blue repre-
senting lower standard deviations and red representing
higher standard deviations. Movie S4 shows the 10 models
for the portal protein built with loop modeling and flexible
fitting. Movie S5 illustrates the probabilistic model of the
portal protein rotating about the vertical axis.

In the figures and movies, the probabilistic models built
from the 10 results in map A are shown. The probabilistic
models built using five results from map A and five results
from map B are nearly identical, i.e., the standard deviations
at each backbone atom are extremely similar. Thus uncer-
tainties because of differences between the two independent
maps did not appear to influence the probabilistic models to
a larger degree than the modeling process itself did.

In the resulting probabilistic models, parts of the models
with secondary structure elements appear to have lower stan-
dard deviations, whereasmore flexible loop regions appear to
have higher standard deviations. In the portal protein, the
highest standard deviations are in the long 28AA loop that
Biophysical Journal 110(4) 827–839
was missing in the crystal model (Fig. 6 A). This is not sur-
prising, because the density is not well resolved in that
area, and does not tightly constrain the long, flexible loop.
The standard deviations in the portal protein range between
0.3 and 13.7 Å. On the other hand, standard deviations in
the hub and tail proteins range between 0.2 and 6.6 Å. The
probabilistic models of the portal, hub, and tailspike proteins
have been deposited to the Protein Data Bank (PDB) under
accession number PDB: 5GAI. The entry contains the
average model and the standard deviations computed for
each residue stored in the B-factor column.
DISCUSSION

CryoEM density maps of large molecular complexes can
have varying resolutions across different components. Esti-
mating resolutions of subcomponents can be very useful in
understanding the structural information provided by
cryoEM reconstructions. In this study, we showed how these
resolutions can be estimated by using gold-standard FSC



FIGURE 6 (A and C) Segmented protein densities are shown with a transparent surface, whereas probabilistic models are shown as a worm model. Ribbon

thickness and color correspond to standard deviations at each backbone residue. (B and D) The segmented protein densities for the proteins are also shown

color-coded with resmap resolutions for comparison. Although higher standard deviations appear to correspond to lower resolutions for the portal protein, in

the case of the hub and tailspike proteins, standard deviations are lower even at lower resolutions. Thus, standard deviations are not only influenced by res-

olution alone, but also by structural composition and the fitting method.
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plots and comparing masked regions in the map. The soft-
ware resmap (7) was also used to calculate per-voxel reso-
lutions through the entire map; the surfaces colored with
these values show reasonable consistency with the values
calculated with the FSC0.143 criterion. It is not clear at this
point whether resolutions from these two methods can be
more directly or quantitatively compared, and this remains
a topic of potential future interest. In our view, it is very use-
ful to be able to apply both methods for different purposes;
gold standard-FSC is useful for having a meaningful num-
ber for the entire map and for segmented components,
whereas looking at voxel-based resolution as given by re-
smap is useful in looking at how the resolution varies
throughout each individual component.

It is very common to interpret medium-resolution
cryoEM density maps, as presented here, by docking and
flexible fitting of crystal models. In previous work, we
focused on validating rigid body docking of crystal models
into medium-resolution density maps (8). In this study, we
focused on validation of the model after flexible fitting, by
using two independent reconstructions. Only one of the re-
constructions was used for flexible fitting, and then the other
independent reconstruction was used to validate and test for
overfitting. From our tests, avoiding overfitting with MDFF
in particular seems to be tied directly to the gradient-scale
parameter used. When using a small gradient-scale param-
eter, overfitting was not detected, and the resulting model’s
resemblance to the cross-validating, independent data set
was good. However, when using a very large gradient scale,
the resulting model appeared distorted (Fig. 4 C), and our
tests showed that it was overfitted (mostly to noise) and
also inconsistent with the independent, cross-validating
data set (the independent reconstruction that was not used
while fitting).

Because many feasible results can be obtained after flex-
ible fitting in medium-resolution density maps, we have
shown how probabilistic models can capture the uncertainty
of a model, given the medium-resolution map in which it is
interpreted. Interestingly, the uncertainties do not appear to
be only tied to the resolution of the density. For example, as
Fig. 6 shows, although the tailspike (gp9) protein appears at
lower resolution than the hub (gp4) protein, it actually has
similar standard deviations across multiple flexible fitting
results. This may be because the extensive secondary struc-
ture elements in the tailspike (gp9) protein make it less flex-
ible. Thus, the uncertainty or standard deviation at each
residue is not only influenced by the resolution of the den-
sity, but also by the flexibility of the protein allowed to it
during modeling.

The flexibility of a protein being modeled is dictated by 1)
how much flexibility the modeling method allows, which
may restrain it in certain ways for various reasons, e.g., to
prevent overfitting; 2) secondary structures and intraprotein
contacts; and 3) contacts between it and any adjacent pro-
teins it may be in complex with. Points 1 and 2 in the context
of MDFF were described in the methods. In terms of point 3,
ideally the entire complex would be used for building the
probabilistic models. Although this was impractical in this
Biophysical Journal 110(4) 827–839
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case as some of the proteins structures are not known, and
the packaged DNA itself is extremely large, we attempted
to simulate as much of each subcomponent as possible:
the entire portal and hub were simulated together (24 pro-
teins in total), and an entire tailspike trimer was simulated
(three proteins), as each trimer appears to have little if any
contact with other trimers.

It is important to note that the uncertainty reflected by a
probabilistic model is not meant to reflect the accuracy of
the resulting models. Although the initial model, typically
obtained by x-ray crystallography, can be accurate to a
much higher atomic resolution, here it is fitted to less accu-
rate, medium-resolution density maps. An interesting ques-
tion in the field is whether the modeling methods themselves
(MD and flexible fitting in particular) can provide models
that are indicative of native-like conformations with accu-
racy beyond what is seen in the density map. A more
rigorous proof of this hypothesis requires further experi-
mental and computational validation.

With that caveat in mind, in the case of P22 phage in this
study, some interesting new insights, to our knowledge, can
be deduced from probabilistic models. For example, the por-
tal protein appears to have smaller standard deviations in the
core region (annotated in Fig. 6 A), where it has to stay rigid
as DNA gets pushed into the virion, whereas larger standard
deviations are seen in the outer parts and the long loop re-
gion, where it has to interact with varied conformations of
packaged DNA. On the other hand, the probabilistic models
for the pseudo-C12-symmetric hub, which connects the por-
tal to the six tailspike timers, appears to display lower stan-
dard deviations (Fig. 6 C). A rotational cross correlation plot
(Fig. S2) shows the 12 hub proteins themselves may be
somewhat different from each other, adjusting accordingly
so that they can bind tightly to each pseudo-C6-symmetric
tailspike trimer. The tailspike protein probabilistic model
also appears to show lower standard deviations (Fig. 6 C),
despite the corresponding density appearing to have lower
resolution. This may mean that although they are flexible
to move as a rigid body with respect to the stable hub
they connect to (leading to lower resolvability across
many averaged particles), they likely stay rather rigid in
their overall conformation while doing so.

To conclude, cryo-EM continues to reveal interesting
close-to-native organizations of complex protein assem-
blies, such as in the example used here, the mature form
of the P22 bacteriophage. Estimating resolution of various
components allows us to better understand the accuracy of
the reconstruction with respect to each functional unit
within the complex. Independent iterations of loop
modeling and flexible fitting, ensuring overfitting did not
occur, were combined into probabilistic models, which cap-
ture not only the uncertainty in the observed density with
which they are built but also the structural properties of
the proteins themselves. This procedure for analyzing den-
sity maps will be useful in other cases as well.
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