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We are in a crisis of bacterial resistance. For economic reasons, most pharmaceutical companies are abandoning antimicrobial
discovery efforts, while, in health care itself, infection control and antibiotic stewardship programs have generally failed to pre-
vent the spread of drug-resistant bacteria. At this point, what can be done? The first step has been taken. Governments and inter-
national bodies have declared there is a worldwide crisis in antibiotic drug resistance. As discovery efforts begin anew, what
more can be done to protect newly developing agents and improve the use of new drugs to suppress resistance emergence? A ne-
glected path has been the use of recent knowledge regarding antibiotic dosing as single agents and in combination to minimize
resistance emergence, while also providing sufficient early bacterial kill. In this review, we look at the data for resistance suppres-
sion. Approaches include increasing the intensity of therapy to suppress resistant subpopulations; developing concepts of clini-
cal breakpoints to include issues surrounding suppression of resistance; and paying attention to the duration of therapy, which
is another important issue for resistance suppression. New understanding of optimizing combination therapy is of interest for
difficult-to-treat pathogens like Pseudomonas aeruginosa, Acinetobacter spp., and multidrug-resistant (MDR) Enterobacteria-
ceae. These lessons need to be applied to our old drugs to preserve them as well and need to be put into national and interna-
tional antibiotic resistance strategies. As importantly, from a regulatory perspective, new chemical entities should have a corre-
sponding resistance suppression plan at the time of regulatory review. In this way, we can make the best of our current situation
and improve future prospects.

Antimicrobial resistance is a crisis of incalculable proportion.
We are in jeopardy of having many untreatable serious bac-

terial infections for the first time in decades (1, 2). Besides the
serious morbidity and mortality affecting individual patients, it is
important to recognize the impact of drug resistance on other
areas of medicine. For example, the ability to treat many types of
cancer is inextricably linked with the use of antibiotics to treat
infections that arise during periods of profound, persistent gran-
ulocytopenia. Similarly, the success of all solid-organ transplant
programs depends on an ability to treat life-threatening infec-
tions. Surgical interventions disrupt anatomical boundaries, and
infection is an ever-present threat. Therefore, the inability to treat
pathogens will compromise the outcomes of patients with many
different types of disease.

HOW DID WE GET INTO THIS SITUATION?

The first thing that has changed is the drug development land-
scape. Until recently, there were vibrant and effective drug discov-
ery and development programs, with tens of companies invested
in the field of anti-infectives. This activity led to a responsive pro-
gram and a pipeline of agents that could be deployed for treatment
of resistant pathogens. For example, the advent of �-lactamase-
bearing Staphylococcus aureus was met with the development of
methicillin and, later, isoxazolyl penicillins. Similarly, when TEM-
and SHV-type enzymes emerged in the clinic, changes to side
chains in cephalosporins were engineered, enabling them to retain
activity. Likewise, �-lactamase inhibitors such as the clavams and
penicillanic acid sulfones were developed and rapidly incorpo-
rated into clinical practice.

Regulators and the pharmaceutical industry have been som-
nolent until recently. Multimergers and supermergers of com-

panies have resulted in a cut in the number of antimicrobial
agent discovery programs. When one of these large pharma-
ceutical companies decides that the return on investment is
insufficient to support anti-infective drug development pro-
grams, the abandonment of the area removes multiple older
research and development programs. Now, with the advent of
Klebsiella pneumoniae carbapenemase (KPC)-type �-lactamases,
extended-spectrum �-lactamases (ESBLs) (e.g., CTX-M en-
zymes), and NDM-type zinc metalloenzymes, many common
pathogens are virtually untreatable. The only active agents, such as
colistin, frequently have both therapeutic and toxicological limi-
tations. Pathogens such as Pseudomonas aeruginosa, Acinetobacter
spp., and multidrug-resistant (MDR) Enterobacteriaceae are par-
ticularly difficult therapeutic problems because of the multitude
of resistance mechanisms that are operational alone or in combi-
nation. All of a sudden, the therapeutic locker is empty. Older
agents such as colistin, fosfomycin, temocillin, amdinocillin, or
aztreonam need to be reexamined in the light of new knowledge to
optimize their activity.

The alarm has been sounded (1–3), and a number of programs
have now started to search for novel new molecular entities (4).
Examples include new aminoglycosides such as plazomicin that
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retain activity against many isolates resistant to older agents such
as tobramycin and amikacin; a number of new �-lactamase inhib-
itors that inhibit Kpc enzymes, AmpC enzymes, and ESBLs,
among others; and new molecular targets such as LpxC. We await
the advent of these agents, but this poses a question:

WHAT CAN AND SHOULD BE DONE NOW?

While awaiting the development of new agents, it is important to
maintain the clinical utility of the drugs that are currently avail-
able. There are a number of different ways to do this. Perhaps the
most important are thoughtful stewardship and active infection
control. We should NOT use antimicrobials needlessly. We
should practice good infection control. These and other straight-
forward approaches are necessary, but the objectives are often
difficult to achieve for health care providers. All of these steward-
ship issues have been extensively reviewed (5, 6). Note that, to
have a successful outcome, it is necessary to have a team approach
employing experts as well as support from hospital administration
to implement a comprehensive and effective stewardship pro-
gram. An area that has been virtually ignored is the use of phar-
macological-pharmacodynamic approaches aimed at suppressing
resistance amplification. It is this approach that we examine here.

HOW IS RESISTANCE SUPPRESSION DIFFERENT FROM
OTHER EXPOSURE-RESPONSE RELATIONSHIPS?

In traditional exposure-response relationships, the more intense
the regimen, the greater the effect until a maximal response is
induced. Such a relationship is evident when one considers the
link between drug exposure and bacterial kill as well as drug ex-
posure and survival. These relationships are referred to as mono-
tonic functions.

With resistance suppression, the shape of the relationship be-
tween exposure and response is different. At relatively low expo-
sures to the active agent, little selective pressure is brought to bear.
Consequently, there is little amplification of a less-susceptible
subpopulation. As exposures increase, the selective pressure in-
creases, causing more injury to the fully susceptible population
relative to the less-susceptible population and causing amplifica-
tion of the less-susceptible population. This continues until a
maximal size of the less-susceptible population is achieved in a
specific time. Use of progressively larger exposures will begin to

affect the resistant subpopulation, causing a decline to their start-
ing value or below. The overall shape of this relationship has been
referred to as an “inverted U” (7, 8) and is nonmonotonic (Fig. 1).

CORE IDEAS FOR RESISTANCE SUPPRESSION

Below, we examine factors that can have an impact on the emer-
gence of resistance. Examples include (i) the impact of increasing
drug exposure with single-agent chemotherapy, (ii) the impact of
duration of therapy, (iii) what the pharmacodynamics drivers are
for resistance suppression and how they are concordant with or
different from the pharmacodynamics drivers for cell kill, (iv)
what resistance mechanisms drive most resistance emergence and
how they interact, and, finally, (v) combination chemotherapy.

SUPPRESSING RESISTANT MUTANT AMPLIFICATION WITH
DOSING (THERAPY INTENSITY)

The concept of a mutant prevention concentration (MPC) was
proposed by Drlica and colleagues (9, 10). This simple but elegant

FIG 1 “Inverted U” plot. Low drug exposures cause little selective pressure,
and little resistance amplification occurs. Higher drug exposures cause maxi-
mal resistance amplification. After a sufficient exposure is attained, resistance
suppression is achieved. The bottom red dot on the y axis represents the level of
resistant organisms at baseline. All other data points represent resistant organ-
ism counts at 48 h of therapy.

FIG 2 P. aeruginosa dose response. Normal mice were inoculated with about
107 (a) or 108 (b) bacteria per thigh. The levofloxacin MIC and minimal bac-
terial concentration (MBC) were 0.8 mg/liter and 1.6 mg/liter, respectively.
The x axis displays the dose exposures in milligrams per kilograms. The model
allowed calculation of the dose necessary to achieve stasis (i.e., to return the
colony counts at sacrifice to that used for the challenge), as well as 1, 2, and 3
log10 (CFU/g) reductions in bacterial counts from the stasis point. These data
are displayed in the insets as AUC/MIC ratio values for each of these degrees of
drug effect. Comparison of microbiological outcome endpoints shows that
levofloxacin treatment of P. aeruginosa infections is inoculum dependent. At
the higher infection inoculum, the microbial population burden significantly
exceeded the inverse of the mutation frequency with respect to resistance. At
exposures that killed the sensitive population, the resistant population was
able to survive, allowing this subpopulation to be amplified by the drug pres-
sure. Only with sufficient exposure to inhibit and kill the resistant subpopula-
tion do we attain a larger overall reduction of bacterial load.
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concept starts with the idea that a large initial bacterial burden has
a very high probability of containing a first-stage mutant organism
(e.g., an organism with a target site mutation, efflux pump stable
overexpression, stable derepression of an inducible �-lactamase,
and porin downregulation). The highest probability of developing
a strain that is doubly resistant is for the first-stage resistant isolate
to develop a second resistance mechanism. Therefore, if an expo-
sure profile is used that prevents amplification of the first-stage
resistant organism, the ability to acquire a second-stage mutation
will also be prevented. The concept of the MPC has been used to
account for in vitro data and is somewhat limited because it ex-
plicitly states that the drug concentration needs to be above a
specific threshold (the MPC) throughout the dosing interval. As is
discussed below, there may be other pharmacodynamic drivers
that are more closely linked to resistance suppression (at least in
some instances).

The first demonstration of resistance suppression in vivo or in
vitro was performed in a murine thigh infection model (11) and an
in vitro pharmacodynamic model (8). Pseudomonas aeruginosa
was the challenge strain and levofloxacin the drug employed in the

animal model (11) and moxifloxacin the drug employed in the in
vitro model (8). In contrast to other studies conducted in mice in
that time frame, the animals were nonneutropenic.

The first set of experiments (11) examined two different bac-
terial challenges. In the first (Fig. 2a), the burden was sufficiently
below the inverse of the mutational frequency to resistance that
there was a low probability of having resistant mutants in the

FIG 3 Prospective validation study from the predictions of a mathematical
model regarding total cell kill and resistant subpopulation amplification. (a)
An exposure calculated to expand the resistant subpopulation was employed
(AUC/MIC ratio � 52). (b) An exposure that was calculated to suppress mu-
tant subpopulation amplification was employed (AUC/MIC ratio � 157). The
lines are prospective prediction lines and not best-fit lines.

FIG 4 Recapitulation of the experiment whose results are shown in Fig. 3 but
employing the hollow-fiber infection model with the same strain of Pseudomo-
nas aeruginosa as described for Fig. 2 and 3. This was a prospective validation
study designed from mathematical modeling to compare a control conditions
(A) to an exposure (AUC/MIC ratio) of 137 (B) and an exposure of 200 (C).
Both exposures gave results as predicted.
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population. In another cohort, the challenge inoculum was such
that at therapy initiation there was a high likelihood of resistant
isolates already being present (Fig. 2b). The results show a striking
contrast. When the relationship between levofloxacin AUC/MIC
ratio in the mouse and the amount of biological activity was ex-
amined, the members of the lower-inoculum group uniformly
showed the same microbiological effect with a less intense drug
exposure. This difference was on the order of 2-fold to greater
than 5-fold. The presence of a small, preexistent less-susceptible
population made the therapeutic problem much more difficult.
This is because the drug pressure can kill the fully susceptible
population but the less-susceptible population amplifies, essen-
tially replacing easier-to-treat organisms with ones more difficult
to treat.

A range of doses were studied and the impact on both popula-
tions delineated. All these data were simultaneously modeled us-
ing a set of differential equations. The model fit the data well. This
allowed calculation of drug exposures that would (i) suppress re-
sistant mutant amplification or (ii) optimally amplify the less-
susceptible subpopulation. This allowed the performance of a
prospective validation experiment to demonstrate that the model
was able to accurately predict outcomes. Doses were administered

to infected mice that would generate an AUC/MIC ratio of 52,
which was predicted to amplify the resistant subpopulation. An-
other dose drove an AUC/MIC ratio of 157, which was predicted
to suppress resistant subpopulation amplification. It should be
noted that the duration was longer than that used in the original
studies at 48 versus 24 h.

The results are shown in Fig. 3. In panel a, the data indicate that
the resistant population does amplify with the lower-intensity ex-
posure. The total burden falls by only approximately 0.75 log10

(CFU/g), but the burden of resistant isolates increases by over
twice that amount. We are indeed trading susceptible for less-
susceptible organisms. In panel b, the data show that the higher-
intensity exposure does prevent the amplification of less-suscep-
tible organisms. This was the first demonstration that it is possible
to counterselect resistance emergence at the primary infection site
through appropriate dosing of a single agent.

When the resistant isolates were sequenced, there were no mu-
tations in the topoisomerase II or IV genes. Rather, there was an
upregulation of efflux pumps as the mechanism for loss of suscep-
tibility to the fluoroquinolone. This was an important finding and
one which is discussed below. Finally, as we had prospectively
validated that an AUC/MIC ratio of 157 would suppress resis-
tance, we performed Monte Carlo simulation to identify by MIC
determinations how often a standard dose of levofloxacin (750 mg
daily) would attain the requisite intensity of exposure for resis-
tance suppression. At an MIC of 0.5 mg/liter, the target attain-
ment was slightly in excess of 80%. When an expectation was
analyzed across a range of MIC values, as one would see in the
clinic, the dose would achieve the appropriate drug exposure for
resistance suppression about 62% of the time. This was a first clue
that for many single-agent therapies, attainment of resistance sup-
pression is quite a difficult goal, leading to the hypothesis that
combination chemotherapy may be the way forward to attain this
endpoint in an acceptable proportion of patients.

This type of exposure-range experiment was recapitulated in
an in vitro hollow-fiber infection model [HFIM] (12). The same
strain of P. aeruginosa was used, but another quinolone, garenoxa-
cin, served as the drug. The same approach was taken. A number
of candidate exposures were studied and mathematically mod-
eled, with exposures predicted to amplify and suppress resistant
subpopulations identified. This was followed by a prospective val-
idation experiment. The results are displayed in Fig. 4. As ex-
pected, the no-treatment control generates a stable fraction of

TABLE 1 Examples of agents and pathogens where there is evidence
that resistance emergence can be suppressed by dosing for single-agent
therapy

Drug class Pathogen Reference(s)

Quinolones Pseudomonas aeruginosa 8, 11, 12
Klebsiella pneumoniae 7
Staphylococcus aureus 16, 17, 18, 19
Streptococcus pneumoniae 20, 21, 22
Mycobacterium tuberculosis 23
Yersinia pestis 24, 25, 26
Bacillus anthracis 27, 28, 29

�-Lactams Pseudomonas aeruginosa 30, 31, 32, 33
Staphylococcus aureus 34, 35, 36
Enterobacteriaceae 36
Acinetobacter spp. 33

Isoniazid Mycobacterium tuberculosis 37, 38
Rifampin Mycobacterium tuberculosis 39
Glycopeptides Staphylococcus aureus/enterococci 40
Daptomycin Staphylococcus aureus 41

TABLE 2 Pharmacodynamic index values for bacterial inhibition and kill and for emergence of resistant subpopulationsa

Pathogen Drug PDI

PDI for:

Reference0 to �1 log kill at 24 h Amplification of resistance

S. aureus Ceftaroline T�MIC(%) 13–40 15–30 34
Razupenem T�MIC(%) 4–32 0.5–35 36
Telavancin AUC/MIC 3–98 1–175 40
Tomopenem T�MIC(%) 1–24 1–30 35
Daptomycin AUC/MIC 14–71 0.5–40 41

Enterococcus Telavancin AUC/MIC 6–60 1–50 40
Enterobacteriaceae Razupenem T�MIC 28–56 1–69 36
P. aeruginosa Doripenem T.MIC 14–42 12–37 33
Acinetobacter Doripenem T�MIC 9–32 12 33
a PDI, pharmacodynamic index.
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less-susceptible organisms, as there is no selective pressure. The
substantial exposure of an AUC/MIC ratio of 137 still behaves as
predicted and allows amplification of the resistant subpopulation,
resulting in essentially complete replacement of the whole popu-
lation by resistant organisms by h 36. The regimen designed to
suppress resistant clone amplification (AUC/MIC ratio � 201)
succeeded in doing so. This prediction was again demonstrated to
be accurate in another prospective validation experiment, thus
demonstrating the utility of the approach.

The AUC/MIC ratio value of 201 was higher than that identi-
fied in the mouse (AUC/MIC ratio of 157), but this was to be
expected, as the HFIM completely lacks an immune system, while

the mouse was granulocyte replete and otherwise normal. Also,
the murine exposure was total drug (levofloxacin is approximately
30% bound in the mouse), while the HFIM has only free drug. The
modest difference (201/110 � 1.83) is consistent with the impact
of granulocytopenia demonstrated in a murine system by Andes
and Craig (13). Finally, also in line with the previous study, the
first 48 h of the experiment did not demonstrate any mutations in
the target site. All organisms mediated resistance through efflux
pump upregulation, as seen previously (11).

The fluoroquinolone moxifloxacin was also studied in an in
vitro system for Pseudomonas (8). In this study, resistance sup-
pression levels were compared between P. aeruginosa and S. pneu-
moniae. Not surprisingly, it is substantially more difficult to sup-
press resistance in the Gram-negative bacillus than in the
pneumococcus.

These examples were supplemented in a murine pneumonia
model with P. aeruginosa and levofloxacin (14). Somewhat sur-
prisingly, the bacterial kill targets and the resistance suppression
targets were lower than those seen in the murine thigh model. It
should be recognized that only a single isolate was studied and that
these outcomes should not be generalized without further strains
being studied (14, 15).

Both examples involved quinolone antimicrobials. However,
there are other examples of drugs in many therapeutic classes that
show the same thing. In Table 1, we enumerate examples of dif-
ferent drugs and pathogens for which it is possible to demonstrate
that resistance suppression is possible with monotherapy.

MPC-plus. The MPC concept was refined and extended (42–
44). The “time in the mutant prevention window” approach has
been proposed as a way to employ the MPC concept in in vitro
systems with changing drug concentrations like the HFIM and
in-animal systems and, ultimately, in patients. The extension of
the MPC is that there is a concentration of drug low enough that it
exerts minimal selective pressure. This concentration is the floor
of the window. The top of the window is the MPC. Regimens that
keep drug exposure out of the window should not produce ampli-
fication of a less-susceptible population. This was shown to work
in both HFIM and an animal system (16, 42–44). This concept has
some of the drawbacks of the MPC. It essentially forces the linked
dynamic index into a time mode which may not be true. Further,
Firsov (17, 45) clearly demonstrated that there were substantially
different outcomes for regimens that traversed the window in dif-
ferent spots (middle, near the top, near the floor). Chavanet et al.
(46) had similar findings.

For a range of Gram-positive and Gram-negative bacteria, the
pharmacodynamic index size for amplification of antimicrobial-
resistant populations, as indicated by changes in population pro-
files, has been compared to the pharmacodynamic index sizes as-
sociated with a bacteriostatic or �1 log drop bactericidal endpoint
at 24 h (Table 2). In general, the pharmacodynamic index sizes
around those associated with a 0 or 1 log kill at 24 h are associated
with emergence of resistance. This is significant, as the pharmaco-
dynamic target used in setting clinical breakpoints is that associ-
ated with a 0 to 1 log drop in pathogen count at 24 h. The impli-
cation of this is that for most presently used agents, strains with
MICs close to the clinical breakpoint are at risk of emergence of
resistance when drugs are used as monotherapy. There is at pres-
ent no way to warn prescribers of this risk, as most susceptibility
reports from laboratories are issued as “sensitive” without an at-
tached MIC value or qualification.

FIG 5 Prospective validation experiment examining the impact of therapy
duration on amplification of resistant subpopulations. One exposure (AUC/
MIC ratio � 100) was predicted to suppress resistant subpopulations for 5
days, while an AUC/MIC ratio of 280 was predicted to be required for 10 days
of suppression. (A) Demonstration that these prospective predictions were
validated. (B) Demonstration that the loss of control after day 5 was because of
resistant subpopulation amplification.
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WHAT ABOUT DURATION OF THERAPY?

Therapy duration is one of the major understudied areas of infec-
tious diseases therapeutics. Two of the major goals of therapy are
to generate enough antimicrobial activity to allow the patient to
have a good clinical outcome of a serious bacterial infection and to
do so without amplifying a less-susceptible population of organ-
isms. A related goal, which we do not consider further here, is to
avoid concentration-related adverse events with the application of
chemotherapy.

Duration of antibiotic exposure was described as a factor in the
risk of emergence of resistance in preclinical models in 2003 (18).

The quinolone garenoxacin was studied in the HFIM against a
methicillin-susceptible isolate of Staphylococcus aureus (ATCC
25925). An exposure range study was performed, and all pharma-
cokinetic and pharmacodynamic data were simultaneously ana-
lyzed using a set of nonhomogenous differential equations (18).
Examination of the time-effect courses of 7 regimens (AUC/MIC
ratios of 0 to 604) demonstrated that increasing exposures held the
amplification of a less-susceptible population in check for increas-
ing periods of time until suppression was obtained to the end of
the experiment, a clinically relevant period of 10 days. A mathe-
matical model was then employed to calculate two regimens of
different intensities whereby it was predicted that one regimen

would hold the less-susceptible population in check for 5 days but
would fail thereafter whereas the other would be able to hold the
less-susceptible population in check for the full 10 days. Calcula-
tion showed that these regimens represented an AUC/MIC ra-
tio of 100 (failure after 5 days) and an AUC/MIC ratio of 280
(suppression of resistance amplification for 10 days). The re-
sults of a prospective validation study are displayed in Fig. 5. In
panel A, the total bacterial counts for the no-treatment control
and the treatment regimens of AUC/MIC ratios of 100 and 280
are displayed. As can be seen, both regimens drove 5.5 to 6.0
log10 (CFU/ml) cell kill by day 5. The higher-intensity regimen
continued to suppress amplification of a less-susceptible pop-
ulation through day 10, while the lower-intensity regimen
failed directly after day 5, with both outcomes as predicted by
the mathematical model. In panel B, the resistant subpopula-
tion amplification is shown to be the cause of the upturn in
colony counts after day 5. It is clear that the duration of anti-
microbial therapy has a direct effect on the probability of loss of
control over the less-susceptible population. Much of the im-
pact of duration is related to the number of rounds of replica-
tion that the organism goes through. As mentioned above, both
initial bacterial burden and regimen intensity also influence
this. As is discussed below, there are other factors that have an

FIG 6 Examining the interaction of susceptible and less-susceptible bacterial populations after antimicrobial therapy is stopped. At a therapy intensity
inadequate for the duration (AUC/MIC ratio � 100) of use, 4, 5, and 6 days of dosing were examined. By day 6, the susceptible population was almost
extinguished. In all instances, the fully and less-susceptible populations reestablished their initial ratios after selective pressure was removed. (A) No-treatment
control. (B) 4 drug doses. (C) 5 drug doses. (D) 6 drug doses. Obs, observed; Sim, simulated.
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impact, such as the step size of resistance emergence and the
type of antimicrobial employed.

In a separate publication (19), but employing the same strain
of Staphylococcus aureus as that described above and the same drug

at the same intensity (AUC/MIC ratio of 100), the issue of what
happens to organism populations after the selective pressure is
removed was examined. In this experiment, 4, 5, and 6 daily doses
of garenoxacin were administered in the HFIM, and the total bac-
terial burden, as well as that of the less-susceptible population, was
measured out to day 13. The results are shown in Fig. 6. The
reproducibility of the results over the first 4 to 6 days was excellent
(see Fig. 3 of reference 18). There was continuing total decline in
bacterial burden, but, as described in the preceding paper, the
less-susceptible population amplified after day 5. This was ex-
pected, as the AUC/MIC ratio employed was 100, as in the previ-
ous paper (18). Importantly, the susceptible population outgrew
the less-susceptible population after the last dose impact had dis-
sipated, likely due to differences in biofitness. Also of interest, the
death rate in the less-susceptible population was increased relative
to that in the susceptible population, so that at the end of the
experiment, the ratio of less-susceptible to fully susceptible organ-
isms was reestablished at the baseline value. This implies that the
critical issue with regard to length of therapy and therapy intensity
for the resistant population is that, if it is not possible to adminis-
ter a fully suppressive regimen because of the possibility of toxic-
ity, then the therapy duration should be short enough so as to not
eradicate the fully susceptible population. After therapy end, the
susceptible population will have a reasonable likelihood of rees-
tablishing itself. The issue is whether the cell kill obtained was
sufficient to drive a good clinical outcome. Getting the bacterial
burden below the half-saturation point for granulocytes will have
a major role to play with regard to this outcome, as it has been
shown that neutrophil cell kill is saturable (47–49).

Therapy duration has been shown to have clinical relevance.
Chastre and colleagues (50) examined 8 versus 15 days of therapy
for ventilator-associated pneumonia. No mortality differences
were seen. Recurrences occurred significantly more frequently in
the 8-day group, but only for patients infected with nonfermen-
tative Gram-negative bacilli (e.g., P. aeruginosa). However, there
was significantly less resistance emergence among patients with
recurrence in the 8-day group versus the 15-day group (42.1%
versus 62.0%; P � 0.04).

WHAT ARE THE PHARMACODYNAMIC DRIVERS?

A substantial body of work has been performed to delineate the
pharmacodynamic driver (e.g., the AUC/MIC ratio, maximum
concentration of drug in serum [Cmax]/MIC ratio, and time �
MIC or Cmin/MIC ratio) most closely linked to outcome, espe-
cially cell kill (51). Little work has gone into evaluation of the
linked pharmacodynamic driver for suppression of resistance.
One might expect that it would be the same as for bacterial cell kill.

However, there are instances where this is not correct. In sev-
eral examples, the dynamic driver has been shown to switch. Three
examples have the AUC/MIC ratio as the driver for cell kill but
switch to the Cmax/MIC ratio for resistance suppression. In a single
example, the AUC/MIC ratio as the dynamic driver for cell kill
switches to time � MIC for resistance suppression. The examples
are rifampin (39) for therapy for cases of Mycobacterium tubercu-
losis infection, linezolid (28) for Bacillus anthracis therapy, and
moxifloxacin (25, 29) for Yersinia pestis and Bacillus anthracis
therapy.

Rifampin. This agent was studied in the HFIM for M. tubercu-
losis. When a cell kill dose fractionation study was performed,
the AUC/MIC ratio was clearly the dynamically linked index

FIG 7 For the M. tuberculosis agent rifampin, the AUC/MIC ratio is the phar-
macodynamics driver best linked to cell kill in this hollow-fiber infection model
evaluation. In this experiment, the pharmacodynamics index most strongly linked
to resistance suppression becomes the ratio of the peak concentration to the MIC
(peak/MIC ratio). (A) Percentage of 168 h that rifampin is above the MIC for M.
tuberculosis. (B) AUC0–168/MIC ratios. (C) Peak/MIC ratios.
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(see Fig. 1 of reference 39). However, when the resistant clones
and their amplification were examined, it was clear that Cmax/
MIC ratio was the driver of suppression (Fig. 7). The reason for
the switch may be speculated upon. Rifampin rapidly enters the
bacterial cell (39). Its target site is RNA polymerase. It has been
demonstrated (52, 53) that binding to the target site is quite rapid
and results in a stable, long-lived complex. Consequently, attain-
ing high rifampin concentrations, even if only transiently, may
allow target site binding even with the resistant clones. It should be
noted (Fig. 7) that substantial resistance suppression takes place
only at peak concentrations that are quite suprapharmacological
(and that are all free drug values) and likely represents only an in

vitro observation. This is because the actual step size of change for
the MIC in rpoB mutants is on the order of 32-fold to 128-fold.

Linezolid. Likewise, in B. anthracis, killing of the susceptible
population by linezolid is linked to the AUC/MIC ratio. However,
linezolid switches to the Cmax/MIC ratio as the resistance suppres-
sion driver (28). In Fig. 8, we see an 800-mg total daily dose
fractionated and administered as one dose daily, half the dose
every 12 h, and one-quarter of the daily dose every 6 h. Only the
once-daily schedule suppresses amplification of less-suscepti-
ble organisms. The total burdens are virtually identical among
the treatment groups for the first 3 days. They separate as a
function of resistance emergence thereafter, with the 12-hourly

FIG 8 Dose fractionation of total daily AUCs generated for linezolid (Lin) at 500 and 600 mg every 24 h (q24h). (A) Effects of each regimen, when given as one,
two, or six equally divided doses each day, on the total B. anthracis population (Pop). (B to E) Effects of fractionation of the 600-mg dose of linezolid on total and
resistant populations. (E) Effects of linezolid at 800 mg given once daily on these populations. The effects on resistance amplification of fractionating the 24-h
AUC exposure generated for linezolid at 500 mg q24h are not shown. (A) The pharmacodynamic index linked to bacterial cell kill of B. anthracis by linezolid (first
4 days) is the AUC/MIC ratio in this hollow-fiber infection model evaluation. (B to E) For resistance suppression, the linked dynamic index switches to the
peak/MIC ratio.
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arm selecting for less resistance than the 6-hourly arm and the
once-daily administration completely suppressing resistance
emergence.

The reason for the switch for linezolid is more opaque than

that for rifampin. The step size in the change in MIC is on the
order of 2-fold. One could speculate that with this change one
needs a higher peak concentration to generate sufficient occu-
pancy of the A-site of the peptidyl transferase center of the

FIG 9 For moxifloxacin, in the hollow-fiber infection model evaluation, the AUC/MIC ratio is the dynamic index most closely linked to bacterial cell kill for Yersinia
pestis (see panels A and B, days 1 and 2). For resistance suppression, the index driving resistance suppression switches to the peak/MIC ratio (see panel A, dose of 150 mg
per day, and panel B, doses of 150, 175, and 200 mg per day). The regimens selected for fractionation in the second experiment (B) were selected based on the results of
the first study (A).

FIG 10 Approximation of the moxifloxacin AUC (in milligrams per hour per liter) that suppresses the amplification of moxifloxacin-resistant subpopulations
when the agent is administered as a continuous infusion (A) or once daily (B). For both panels, the number of resistant colonies (total population) at an AUC of
zero was determined at time zero. Other colony counts were determined at the end of the experiment. The estimate of the resistance-suppressive AUC value is
given by the intersection of the vertical line with the x axis. q24h, every 24 h. For B. anthracis, the AUC/MIC ratio is the dynamic index driving cell kill in this
hollow-fiber infection model evaluation. For resistance suppression, the linked index switches to time at �MIC.
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ribosome to mediate inhibition of the less-susceptible popula-
tion.

Moxifloxacin. In an evaluation (25) of the fluoroquinolone
moxifloxacin against Yersinia pestis, a dose range study was per-
formed in the HFIM, with daily administration being compared to
a continuous infusion of the agent (Fig. 9). For contrasts of regi-
mens of 175 and 200 mg per day, the once-daily administration
suppressed resistance amplification, whereas the continuous-in-
fusion arm did not, leading to the conclusion that, in this instance,
the Cmax/MIC ratio is the driver for resistance suppression for Y.
pestis.

However, when Bacillus anthracis was examined (29), there
was a switch in dynamic drivers, but it switched to time � MIC. In
Fig. 10, the AUC associated with resistance suppression is shown
for continuous administration versus once-daily administration.
There is a requirement for a lower AUC administered as a contin-
uous infusion relative to once-daily administration, leading to the
conclusion that time � MIC is the best dynamic driver for sup-
pression of less-susceptible organisms for Bacillus anthracis.

These results point to the issue of why the dynamic drivers for
resistance suppression may differ across pathogens. The obvious
difference between the two pathogens is that B. anthracis has a
spore phase, while Y. pestis does not. In reference 29, it was dem-
onstrated that there is a sensor effect in B. anthracis such that
the continuous infusion is more easily recognized as a threat
by the organism, generating an earlier return to the spore form.
The once-daily profile keeps the organism in vegetative phase
longer, generating a higher likelihood of resistance emergence
and, therefore, a higher drug exposure to counterselect ampli-
fication of the less-susceptible population. What is clear is that the
dynamic drivers for cell kill and resistance suppression may not be
the same, and optimization for outcome of a particular endpoint
needs to be explicitly tested.
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