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Making Sense of Intrinsically Disordered Proteins
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Proteins form the molecular scaffolding of life and are
essential to catalyzing the chemical reactions that sustain
living systems. These characteristics have led us to think
that proteins function only when folded into the right struc-
ture. The central dogma of molecular biology states that
genetic information encoded in the DNA sequence is tran-
scribed into messenger RNA and then translated into a
sequence of amino acids, which folds into a protein. The
mechanisms that govern how a linear sequence of amino
acids folds into the correct three-dimensional structure are
still not well understood. Biophysical techniques have
been indispensable to unraveling how protein structures
fold, and many of the major factors that determine how
the amino-acid sequence codes for the folded protein struc-
ture are beginning to be understood.

The genomic era that began at the end of the 20th century
gave scientists access to complete genome sequences.
Scientists observed that some of the predicted protein se-
quences derived from genomes were not expected to fold
into normal globular protein structures (1). At the same
time, experimental studies began to uncover examples of
important protein molecules and domains that were incom-
pletely structured or completely disordered in solution yet
remained perfectly functional (2,3) (Fig. 1). In the following
years, an explosion of experimental data and genome anno-
tation studies mapped the extent of this intrinsic disorder
phenomenon and explored the possible biological reasons
for its widespread occurrence. Answers to the question of
why a particular domain would need to be unstructured
are as varied as the systems where such domains are found.

One of the hallmarks of intrinsically disordered proteins
(IDPs) is a marked bias in the amino-acid composition,
including a relatively low proportion of hydrophobic and ar-
omatic residues, and a relatively high proportion of charged
and polar residues (Fig. 2). The high frequency of small
hydrophilic amino acids renders these sequences as unlikely
candidates for membrane or scaffolding proteins. Yet many
of the proteins identified in surveys, as well as in concurrent
NMR experiments, showed that these proteins were
involved in important cellular processes such as control of
the cell cycle, transcriptional activation, and signaling
(4,5), and they frequently interacted with or functioned
as central hubs in protein interaction networks (6). The
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amounts of various IDPs in the cell are tightly regulated
to ensure fidelity in signaling. Altered abundance of IDPs
is associated with disease (7).

Disordered sequences can also be found in proteins that
contain ordered, structured domains, and these disordered se-
quences are termed intrinsically disordered regions (IDRs).
Some IDRs function as linkers between interaction domains
(Fig. 2), and in some cases, their properties as polymers
contribute to their function (8). Many IDRs contain sequence
elements that interact with partners and frequently fold upon
binding. For example, the intrinsically disordered interaction
domain of the transcription factor STAT2 folds upon binding
to its partner, the TAZ1 domain of CREB-binding protein
(CBP) (Fig. 3) (9). Backbone flexibility of an IDR in its
free state enables it to bind to multiple targets, which in-
creases its potential repertoire of responses, as exemplified
in the binding of the hypoxia-inducible factor HIF-1a. The
transactivation domain of HIF-1a binds to its partner TAZ1
as a helix (10), whereas the same HIF-1a sequence binds to
the hydroxylating enzyme FIH as a b-strand (Fig. 4) (11).

Disorder makes IDR sequences accessible to posttransla-
tional modification and IDRs are rich in modification sites.
IDRs facilitate efficient protein-protein interactions using
only a small number of residues. A folded protein would
need to be much larger to provide an interaction surface
area equivalent to that seen with IDRs, as illustrated in
Fig. 4. This efficiency is important in signaling, as it trans-
lates into the ability to bind with high specificity but only
modest affinity, enabling dissociation of the IDR after
signaling is complete. Signaling can be turned off by
competition between IDRs for a particular physiological
partner, mediated by slightly different binding sites
(Fig. 5). The reaction of cells to hypoxia (low oxygen) is
a good example of this phenomenon (Fig. 6). Under normal
conditions, the HIF protein is synthesized in the cell, but is
degraded upon hydroxylation of two prolines. Interaction
with the transcriptional coactivator CBP is further inter-
dicted by the hydroxylation of an asparagine in the C-termi-
nal activation domain (CTAD). Under hypoxic conditions,
the hydroxylation reactions no longer occur, so the protein
is stable to degradation and the CTAD can interact with
the TAZ1 domain of CBP, leading to transcription of hypox-
ia-response genes such as VEGF, which promotes growth of
blood vessels (12). Such a response is dangerous if not
constrained, however, and the signal must be turned off
before adverse physiological effects occur. One of the genes
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FIGURE 1 (A) The cyclin-dependent kinase inhibitor p21 does not form recognizable structure in solution, indicated by the far-UV circular dichroism

spectrum of constructs of various lengths (top panel), by the absence of temperature-induced (middle panel), or urea-induced (bottom panel) unfolding

transitions. (B) All of the p21 constructs are active in the inhibition of cyclin-A kinase activity. (C and D) 1H-15N HSQC NMR spectra of free p21 (C)

and p21 bound to cyclin-dependent kinase-2. (D) Squares indicate cross peaks present in the same place in the two spectra, and circles denote new cross

peaks at positions that indicate that folding has occurred (adapted from Kriwacki et al. (2) with permission, � 1996 National Academy of Sciences,

USA). To see this figure in color, go online.
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transcribed in response to the hypoxia signal encodes an
inhibitor, CITED2, which removes the HIF CTAD from
the CBP TAZ1 domain, turning off the hypoxia response.
FIGURE 2 Illustration of the sequence bias found in disordered sequences.

coactivator CBP is classified by amino-acid type: green, small hydrophilic ami

M, F, Y, W); red, acidic amino acids (D, E); blue, basic amino acids (K, R, H

and KIX (yellow), show much greater sequence diversity than the disordered flan

bias toward small hydrophilic amino acids (adapted from Dyson and Wright (4
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Several anti-cancer treatments include inhibition of the
hypoxia response, which prevents vascularization of tumors,
thus restricting their growth (12).
The amino-acid sequence of a portion of the multidomain transcriptional

no acids (G, A, S, T, N, Q, P); yellow, hydrophobic amino acids (V, L, I,

); pink, cysteine (C). The sequences of two folded domains, TAZ1 (blue)

king and linker domains, which are predominantly green, indicating a heavy

)).



FIGURE 3 Coupled folding and bind-

ing of the transcription factor STAT2 on

the TAZ1 domain of CBP. (A) Disorder

in the free STAT2 is shown in the small

resonance dispersion in the 1H dimension

of the black 1H-15N HSQC spectrum.

The structured nature of the bound

STAT2 is shown by the increased 1H

dispersion of the gray spectrum. (B)

Schematic diagram illustrating the con-

version of the disordered conformational

ensemble of free STAT2 into a structured

form on the TAZ1 (adapted from Woj-

ciak et al. (9)). To see this figure in color,

go online.
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IDPs offer novel advantages as therapeutic targets. Their
central role in key cellular signaling pathways (5), their
frequent association with disease (7), and the reversible na-
ture of their intermolecular interactions, by which they bind
with high specificity but modest affinity, makes them
extremely attractive targets for small molecule drugs or sta-
pled peptide mimetics (13,14). Indeed, many viruses hijack
the host cell by using their own viral IDPs, e.g., the adeno-
virus E1A or papillomavirus E7 oncoproteins (15,16), to
compete with cellular IDPs for binding to key regulatory
proteins (17). IDPs commonly bind to concave grooves in
the surface of their target proteins; the interactions are pre-
dominantly hydrophobic and the fit is more intimate than to
their globular protein counterparts. Finally, it may prove
possible to design drugs targeted against the IDP itself,
rather than its globular target.

Disordered regions of proteins provide a uniquely versa-
tile and useful toolbox for reactions in the cell. Interestingly,
the majority of IDRs so far characterized are from eukary-
otic systems, in which they are intimately involved with
the signaling and physiological control required for multi-
cellular organisms. IDRs are found in prokaryotes, but
FIGURE 4 Structural differences between the transactivation domain of

HIF-1a bound to the TAZ1 domain of CBP (10) (left panel), where the

sequence containing the regulatory asparagines appears as an a-helix,

and the same sequence bound to the hydroxylating enzyme FIH (11) (right

panel), where it appears as a b-strand. To see this figure in color, go online.
they tend to be associated with unusual functions in partic-
ular bacteria, for example the toxin-antitoxin systems of
phage-infected Escherichia coli (18).

Protein molecules are rarely, if ever, completely rigid.
Dynamic motions of backbone and side chains, indepen-
dent of the tumbling of the whole molecule, can be esti-
mated by various spectroscopic means, and are frequently
associated with the function of enzymes. Disordered re-
gions and fully disordered proteins can be thought of as
a continuation of this characteristic, by which functional
disorder, an extreme form of local protein dynamics, is
functional through the particular advantages bestowed by
the disordered state. The continuum between rigidity and
complete disorder provides an expanded proteome, allow-
ing proteins to perform multiple tasks through interactions
with different partners or under different conditions. Dis-
order occupies an important biological niche that promises
FIGURE 5 Comparison of the structures of ligands bound to the CBP

TAZ1 domain. The surface of TAZ1 (almost identical in both complexes)

is shown in gray, with the backbone of HIF-1a-C-terminal activation

domain (10) in red (labeled N in the left image and C in the right image)

and the CITED2-trans-activation domain (19) in blue (labeled C in the

left image and N in the right image). (Left and right panels) 180� rotation
around the vertical axis in the plane of the page (adapted from Wojciak

et al. (9)). To see this figure in color, go online.
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FIGURE 6 Schematic diagram showing the

regulation of the HIF-1a transcription factor under

normal oxygenation conditions (bottom), where

proline hydroxylation in the central oxygen-

dependent degradation domain recruits the von

Hippel-Lindau factor, leading to degradation, and

asparagine hydroxylation in the C-terminal activa-

tion domain lowers the affinity for transcriptional

activators. In hypoxic conditions (top), neither

the prolines nor the asparagines are hydroxylated,

with the result that HIF-1a is stabilized and

binds to CBP/p300 to promote transcription of

hypoxia-response genes. (Reproduced from Dyson

(20) with permission.) To see this figure in color,

go online.
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to yield important new insights into how biological systems
operate.
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