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ABSTRACT It is now possible to use complete genetic
linkage maps to locate major quantitative trait loci (QTLs) on
chromosome regions. The current methods of QTL mapping
(e.g., interval mapping, which uses a pair or two pairs of
flanking markers at a time for mapping) can be subject to the
effects of other linked QTLs on a chromosome because the
genetic background is not controlled. As a result, mapping of
QTLs can be biased, and the resolution of mapping is not very
high. Ideally when we test a marker interval for a QTL, we
would like our test statistic to be independent of the effects of
possible QTLs at other regions of the chromosome so that the
effects of QTLs can be separated. This test statistic can be
constructed by using a pair of markers to locate the testing
position and at the same time using other markers to control the
genetic background through a multiple regression analysis.
Theory is developed in this paper to explore the idea of a
conditional test via multiple regression analysis. Various prop-
erties of multiple regression analysis in relation to QTL map-
ping are examined. Theoretical analysis indicates that it is
advantageous to construct such a testing procedure for map-
ping QTLs and that such a test can potentially increase the
precision of QTL mapping substantially.

Lander and Botstein (1) proposed an interval method to map
for major quantitative trait loci (QTLs) systematically in a
genome in experimental organisms. There are several advan-
tages of their method compared with traditional regression
analysis (2). There are, however, still some problems with
Lander-Botstein’s interval mapping method, as follows. (i)
The test statistic on an interval can be affected by QTLs
located at other regions of the chromosome. Even though
there is no QTL within an interval, the test statistic on the
interval can still be very significant if there is a QTL at some
nearby point on the chromosome. Moreover, if there is more
than one QTL on a chromosome, the test statistic at a testing
position will be affected by all those QTLs, and the estimated
positions and effects of “QTLs”” identified by this method are
likely to be biased (3, 4). (if) It is not efficient to use only two
markers at a time to do the test, as the information from other
markers is not utilized. Lander and Botstein (1) also proposed
a simultaneous search strategy for multiple QTLs on multiple
intervals to alleviate some of these problems. But as the
search becomes multidimensional (1, 3), there are some
difficulties in parameter estimation and model identifiability.
Both effort and ambiguity can be multiplied. Besides, the
number of QTLs on a chromosome is unknown, and mapping
can still be biased. Also, information in the data from other
markers is still not utilized.

Ideally, when we test an interval for a QTL, we would like
to have our test statistic independent of the effects of possible
QTLs located at other regions of the chromosome. By so
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doing, we can eliminate biases in our mapping from those
QTLs and potentially increase the precision of mapping.
Such a test statistic can be constructed by combining
Lander-Botstein’s interval mapping with multiple regression
analysis. In this paper, theoretical implications of multiple
regression analysis in relation to QTL mapping are explored.
It is shown that the partial regression coefficient of the
phenotype on a marker in multiple regression depends only
on those QTLs that are located in the interval bracketed by
the two neighboring markers and is independent of QTLs
located in other intervals. Then, using this property, we can
construct a test statistic that is independent of effects of
QTLs in other regions of the chromosomes. This result
provides a basis for constructing an interval test for mapping
QTLs. Also, by fitting multiple markers in a regression
model, much background genetic variation in a population
can be controlled in analysis, and, as a result, statistical
power of detecting QTLs can be improved. The advantages
and disadvantages of fitting multiple markers in the model for
mapping QTLs are discussed, as are procedures to construct
an appropriate interval test for mapping QTLs.

PROPERTIES OF MULTIPLE
REGRESSION ANALYSIS

The Model. Let us consider, for simplicity, a backcross
population that is from two inbred parental populations, P,
and P,, fixed for different alleles at m QTLs and ¢ markers.
Let the means of the P; and P, populations be p; and u; and
the difference between u; and p; be wy — wr = 2o cy,
ignoring epistasis, where c, is the effect difference between
the two homozygotes for alleles fixed in the two parental
populations at the uth QTL. The value of ¢, can be positive
or negative. The mean of the F; population, which is a cross
between P and P, is then defined as pr, = uz + Zj; (1
+ d,)cu, where d,, is the degree of dominance at the uth QTL.
The trait values of individuals in a backcross population
between P; and F; are defined asy, = o + 2t [&ncu + Y2(1
— &un)(1 + dy)cu] + en, where yy is the trait value of the Ath
individual, &, is an indicator variable taking a value 1 or 0
with equal probability, and e, is a random environmental
deviation with mean zero and variance o2. If the uth and vth
QTLs are unlinked, &, and &, are independent; otherwise &,
and &, are correlated with the correlation coefficient (1 —
2r.y), where r, is the recombination frequency between the
uth and vth QTLs. The variance of the trait value y in the
backcross population is then 02 = 02 + VI, a2 + Y21,
=g umy (1 = 2ry)auay, where a, = (1 — dy)c,/2 is the effect
of the uth QTL expressed as a difference in effects between
the homozygote in P; and the heterozygote in F;. The double
summation represents the covariance among loci due to
linkage disequilibrium.

Abbreviation: QTLs, quantitative trait loci.
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Suppose that we have a sample of n individuals from this
backcross population and observations on the quantitative
trait and ¢ ordered markers. One way to analyze these data is
to perform multiple regression with a linear model y, = by +
3 _1bixni + enforh = 1,2, . . ., n, where xy; is the type of
the ith marker in the Ath individual, taking a value 1 or 0
depending on whether the marker is homozygous or hetero-
zygous; by is the mean of the model; b; (also denoted by b,
where s; denotes a set that includes all markers except the ith
marker) is the partial regression coefficient of the phenotype
y on the ith marker conditional on all other markers; and &,
is a random variable. In this paper, the subscripts u, v, and
q are used for indexing QTLs; i, j, k, and [/ are used for
markers; and A is used for individuals.

As will become clear, however, this analysis is not appro-
priate for mapping QTLs in itself. But there are several
distinctive features of multiple regression analysis that can be
used to devise a mapping method to improve the precision
and efficiency of QTL mapping. In the following sections, I
explore the advantages and disadvantages of multiple regres-
sion analysis by analyzing the expected values of the regres-
sion coefficients, the expected sampling variances of the
coefficients, and the sampling correlation of the coefficients
in terms of genetic parameters.

Partial Regression Coefficient. To analyze the partial re-
gression coefficient by, s, (= Oyis,/ U,_,) we need to analyze the
conditional variance a,s and the conditional covariance Oyissy
Since it is a backcross population, the variance of each
marker variable in the population is o-, 1/4 fori =1, 2,

, . It is easy to show that the covariance between the ith
and jth markers is o; = (1 — 2r;)/4, where r; is the
recombination frequency between the two markers. The
covariance between the trait value y and the ith marker is oy,
= 3" (1 — 2ry)a./4, where r,; is the recombination fre-
quency between the uth QTL and ith marker.

With these basic equations, any conditional variance and
covariance can be derived (5). First note that under
Haldane’s mapping function, assuming no interference, the
recombination frequency between markers i and j can be
expressed as (1 — 2r) = (1 — 2rz)(1 — 2ry) fori < k <j. Here,
for simplicity, it is assumed that all markers in a genome are
numbered according to physical order from the first chro-
mosome to the last chromosome, so that the relation or
ordering i < k < j indicates that marker k is located between
markers i and j. For two markers on different chromosomes,
the relative order is immaterial.

The variance of marker i conditional on marker j is then o 7
= o? - oo} = [1 — (1 - 2r)?]/4 = ry(1 = ry). The
covariance between markers i and j conditional on marker k
is o = 0y — owase/oF = [(1 = 2r5) — (1 = 2ra(1 — 2r)]/4,
whichis 0ifi <k <jorj < k <i,is ru(l — r)(1 — 2ry) if
i<j<kork<j<i,andisra(l — ra)(1 — 2ry) ifk <i <
jorj<i<k By taking i <j and k </, the covariance between
markers i and j conditional on markers k and l is ojju = oy«
- a,,ko;,k/a-,* = o1 — o;k,o,k,/o-k,, whichis 0ifi <k <j <
lort<k<l<;ork<z<l<],|so~k1ft<1<k<l is
ojifk <l<i< Js and is [r(1 — ra)r(1 — r,,)(l 2rpl/[ru(l
-ru)]ifk<i< Jj< 1. From this analys1s, it is immediately
clear that if kK < i <j < [, the covariance between markers i
and j conditional on markers k — 1, k, [, and I + 1 is
Oy (k-1kig+1) = Oyag+l) = Oy In general, the covariance
between markers i and i + 1 conditional on all other markers
IS Oy+1)s;4,,) = OiG+1)G-1)+2)> where Sii+1) denotes a set that
includes all markers except markers i and i + 1.

It is very important to note that, conditional on an inter-
mediate marker, the covariance between the two flanking
markers is zero, as shown, for example, by o« = 0ifi < k
< j. Also note that conditioning on a flanking marker, say k,
makes the covariance between markers i and j independent of
all those markers (and QTLs, see below) that are located at
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the other side of marker k, as shown, for example, by o;ju =
ok if i < j < k < I Thus, conditioning on two flanking
markers, say i — 1 and i + 2, makes the covariance between
two interior markers i and i + 1 independent of all those
markers (and QTLs, see below) that are outside the marker
interval (i — 1, i + 2). These are properties of the linear
ordering of markers and QTLs on chromosomes and the very
basis for the interval test.

Also, by takingj < k, the variance of marker i conditional
on markers; and k is 0,2,k =% - a,k,/a'k, = ok — o5x/oh,
whichis o ifi <j <k, is 0% ifj < k <i,and is [r;(1 — rj)ra(l
— ra))/[ri(1 — ri)] if j < i < k. It is not difficult to see that,
in general, Ops; = Op(i—1)i+1)-

The covariance between y and marker i conditional on
marker j is a little more complicated:

03/ of

Oyij = Oyi ~

= ; [(1 - 2ny) — (1 - 2r,)(1 - 2ry)la,

1
4
r,,(l rij) Zu<i(1 - 2ry)a,
+ 21<u<]ru](1 ru])(l - 2r'iu)au if <j
r,](l ry) zuzt(l - 2riu)au
rw)(1 = 2r)a, ifj <i,
Itis clear that 0y% = 0y — OykjOiki/ cr,%.i = Oyik — OyjkOyk/ U]%k’
which is 65, if i <j < kand oy ifi <k <j. Ifk <i<j,it
can be shown after some analysis that

+ 2]<u<lr]u(1

ri(l - ry)

1- 1-2
7 — rig) ki Tia(1 — rig,( Tui)ay

Oyijk =

(1 — 1)
rig(1 — ) i<§<j ruj(1 = 1)1 = 2r)ay.

Again, in general, 0y;s, = Oyig—1)i+1)-
Therefore, the partial regression coefficient is

b Oyiss;  Oyii-1)i+1)
yiss, = ="
0'i2~s 0’:’2<i—1)(i+1)

ra-1u(l — r-pu)(1 — 2r)
- E (i—1)u

u

i-l<usi r(i_l),'(l - r(i—l)i)
ru(i+1)(1 = ru(i+1))(1 = 2ri) a 1
i<u<i+l rig+1(1 = rig+1) v

where the first summation is for all QTLs located between
markersi — 1 and i, and the second summation is for all QTLs
located between markers i and i + 1. This regression coef-
ficient depends only on those QTLs which are located
between markers i — 1 and i + 1. This is a very desirable
property. By using this property we can create an interval test
in which we can test whether there is a QTL within a marker
interval. Qualitatively this conditional test is more precise
than unconditional tests in which we can ask only whether
there is a QTL on a chromosome.

If there is only one QTL, u, between markers i — 1 and i
+ 1 (say between markers i — 1 and i), then by, = {[r¢-1u(1
= re-u)(1 = 2ra)l/[re-1(1 = re-n)ltay = [Fe-1u/re-1:lau
for small 7;—y); (say, <0.2). An estimate by, of by, will then
be a biased estimate of a,, unless QTL u is located right on the
marker i. The ratio 7;_1y./r¢-1y changes from 0 to 1 mono-
tonically and almost linearly as QTL u shifts its location from
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marker i — 1 to marker i. Statistically, what this conditional
test does is to make the marker interval (( — 1, i + 1) act
essentially like a chromosome.

Sampling Variance of the Partial Regression Coefficient. To
analyze the sampling variance of the regression coefficient,
we need the conditional phenotypic variance. This variance
is (5):
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genome with a recombination frequency r for each marker
interval (not for those implied intervals linking two chromo-
somes), the conditional variance will be at most o2, = o2 +
=m., {r/[4(1 — r)]}a2 (assuming that all QTLs are located in
the middle of marker intervals, which is the worst situation).
Thus, the genetic part of the variance o2, is reduced by at
least a factor of (1 — 2r)/r compared with that of the variance

- 2rvi)

-
]
—

-

P |

ry+1)(1 — ry+)(1 — 2r)

t L1 ri—1w(l — r-1w)(1
i-1w (-1
2 ys,-"yi_o)zw 2 . 2 ; t—
i<v<i r(,'_l)i(l r(i—l)i)

) =3 2 - 2ru,)au]

i<v<i+l r,~(,-+1)(1 - r,-(,~+1)) 4 y=1
1m 1m m 1 ri-mw(l = rg—1)1 = 2r,)°
—+:3a2e: 3 ¥ a-angae-:3 i S0 e
4 u=1 4v=1u =lu 4 i=1| i-l<vsi r(,-_l),{l - r(i_l);)
. rug+1)(1 = rygan)(1 — 2ry)? )
i<v<i+l Tig+1)(1 = Zig+1) 4
ri—1w(l — rg—ap)(1 — 2r,)(1 — 2r)
+ aa,
i—1<v<i u=lu=v r(,'_l),'(l - r(,'_l)i)
g+l = )1 — 23 )(1 — 2r)
+ a.a,

i<v<i+l u=lu=v

rig+1)(1 = rign))

r u,_uR(l - u,_uk)

Fuu(l

ru,_u(l - ruLu)(l - 2"uuk)2 + ruuk(l - ruuk)(l - 2"ul‘u)2 l 2
— a;;

- ru,_u)(]- - 2ruuR)(1 - 2rukv)

S lza —2ra) -
=u+l

r, uLuR(l - u._uk)

ruuk(]- - ruuk)(l - 2ru|_u)(1 - 2ru|_v)

rp(1

- rv,_v)(l - 2rwk)(1 - 2ruvk)

r, uLuK(l - u._uR)

rwk(l - rvvk)(l - 2rv,_v)(1 - 2ruvL)
- a,av,

r v,_vk(l —-n v,_vk)

n v,yk(l —n v,_vk)

2]

where s is the set of all markers. In the above equation, the
linkage relations between markers and QTLs are indicated by
summations like 2;<,<i+1, which denotes summation for all
QTLs that are located between markers i and i + 1 and by
notations like u; and ugr, which refer to the markers located
on the immediate left and right of the uth QTL. The first
summation term in Eq. 2 contains the residual genetic vari-
ance within QTLs after fitting all available markers, and the
second summation term contains the residual genetic cova-
riance between QTLs. If there is at most one QTL for each
marker interval (which means that there exists at least one
marker between any two QTLs so that for all u < v, the right
flanking marker of QTL u is always on the left side of QTL
v (i.e., ur < v and u < vr), the second summation term is
zero, and there will be no residual genetic covariance among
QTLs in the conditional variance because in this case all
QTLs are physically separated by markers and made to be
independent from each other by conditioning on those mark-
ers. Then o7, = 0',_, + 30 {lruw@ — a1 = rug)l/
[r uLuR(l r u[,un)]}au

If, for example, markers are evenly spaced throughout a

o?2. Taking linkage disequilibrium in o} into account will
further increase this reduction.

Now the sampling variance of the regression coefficient for
a large sample is (5) approximately

ruLu(l - ruLu)ruuR(l - ruuk)

r u,_un(1 -

a

1 m
== U§+ 2
n u=1

r, u,_uk)

. ri—ni1 — re—pdrig+ (1 — rig+1) Bl
ri-ne+n(1 — rg-1i+1)

It is of interest to compare Eq. 3 to the sampling variance
of the simple regression coefficient in the linear model y;, =
bo + bixy; + enforh = 1,2, . . . , n. By assuming that there
is only one QTL, g, which is linked to marker i, the sampling
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variance of the simple regression coefficient of trait value y
on marker i (5) is

R o
Var(b,;) = n—’”2

i
4 1 nm

2 2 2

=- +r,(1 -7, + - a

n[ae rig(1 = rijag 4u=§u#q u

m

+: 3 3

Lv=u

-hl»—-

- 2ruv)auav] .

Since o2, < o2, and 0%, < o7, Var(by:s) may be smaller
or larger than Var(b,,,), dependmg on the orders of reduc-
tion of o}, compared to o3,; and o compared to o7. For
multiple QTLs the genetic part of the variance 0-5,2,s is very
roughly about r times the genetic part of the variance o3,
where r is the average recombination frequency of marker
intervals. Depending on heritability, thls reduction can be
very substantial. On the other hand, o7 s, Will be smaller than
o? if rg_1y < 0.5 or 7G4y < 0.5, and, as a result, Var(by:)
may be larger than Var(by,).

However, since (T,~2.s( is a function of only the sizes of the
neighboring intervals [i.e., the intervals (i — 1,¢) and (i, i + 1)
in Eq. 3], deliberately removing some immediately linked
markers in the analysns [such as removing markers i — 1 and
i + 1 so that a',,.(‘ S is a function of r-ay, ri+2) and
ri- 2)(,+2)] will increase the denominator of the sampling
variance (Eq 3) and at the same time minimize the numerator
of the variance, thus minimizing the sampling variance of the
partial regression coefficient and increasing the statistical
power of testing. This is because the conditional test on by,
relies on the number of recombinants with recombination that
occurred between markers i — 1 and i or between markers i
andi + 1. When the intervals (i — 1, i) and (i, i + 1) are small,
there will be few such recombinants, and the effective sample
size for the test will be small. Thus, increasing the sizes of the
neighboring intervals in the test (i.e., testing by:. sg-1ygen) 10T
example) will increase the number of recombinants and thus
increase the statistical power of the test. But removing some
immediately linked markers, such as markersi — 1 and i +
1, in the model will increase the chance of interference of
possible linked multiple QTLs on the interval (i — 2,i + 2) on
hypothesis testing and parameter estimation.

Sampling Correlation of the Partial Regression Coefficient.
It can be shown that the sampling correlation of the partial
regressmn coefficients, by, s, and by, ({ <j and assuming r;; >
0), is expected to be
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usual F test statistics for b,,s and b”s individually. For
example, if we want to test the hypotheses Hy : by, = 0 and
H1 : by,s‘ = 0, we can use the F statistic: F; = b ,s/
Var(by,s), where Var(by,s) is an estimate of the sampling
variance of by, s, Statistic F; has an F distribution with 1 and
n — t — 1degrees of freedom. When the sample size n is large
(significantly larger than the number of markers, ¢, fitted in
the model), the distribution of F; is approximately y? with 1
degree of freedom. If g, values in the regression model are
normally distributed, by;s, values are also (multivariately)
normally distributed with means, variances, and correlations
given by Egs. 1, 3, and 4. Then, from properties of the
multivariate normal dlstrlbutlon, the correlation between F;
and Fj i s Corr(F;, Fj) = Corr( s, ”S) = Corr(by,s, by,s) 2/
2= y,, s ‘//2 asn — o, which is zero unless markers i and j j are
adjacent markers.

DISCUSSION

In summary, in relation to QTL mapping, multiple regression
analysis has the following properties. (i) If there is no
epistasis, the partial regression coefficient of the trait on a
marker depends only on those QTLs that are located in the
interval bracketed by the two neighboring markers and is
independent of QTLs located in other intervals. This is the
basis for an interval test. (i) Conditioning on unlinked
markers in the analysis will reduce the sampling variance of
the test statistic by controlling some residual genetic varia-
tion and thus will increase statistical power of the test. This
useful information has not been utilized by the current QTL
mapping methods (1). (iif) Conditioning on linked markers in
the analysis will reduce the chance of interference of possible
multiple linked QTLs on hypothesis testing and parameter
estimation and thus potentially increase the precision of the
test and estimation, but with a possible decrease of statistical
power of the test. This summarizes the advantages and
disadvantages of the interval test: that is, there is a trade-off
between precision and efficiency of the mapping by using an
interval test. (iv) Two sample partial regression coefficients
of the trait y on markers i and j, by;s, and by;, are generally
uncorrelated unless the two markers i and j are adjacent
markers. This is related to the correlation of test statistics
between two testing positions in two intervals for an interval
test and is indirectly related to the issue of determining an
appropriate significance value of a test statistic under a null
hypothesis for an overall test covering a whole genome.

So far the theoretical analysis has been presented for a
backcross population. It can be shown that similar conclu-
sions and properties of multiple regression analysis in relation

Corr(by: S
rr(byis. =
( yis; y]s) i Gis s,
ri-nil = -2l — ree) |2 Lo
—(1 = 2ry341) ifj=i+1 4]
rig+2(1 = rigere-ne+ 1 — ri-1y6+1)
0 otherwise,

where vy, is the partial correlation coefficient between
markers i and j J conditional on all other markers. This shows
that the sampling correlation of the partial regression coef-
ficients of the phenotype on markers i and j is generally
expected to be zero unless the two markers are adjacent
markers.

This correlation is closely related to the correlation of the

to QTL mapping hold for other population designs, such as
the F, population intercrossed from F;. For example, if there
is no dominance at the m QTLs (i.e., all d, = 0), the
phenotypic variance of the F, population will be that of the
backcross population with the genetic variance and covari-
ance multiplied by a factor of two. In F,, there are three
possible genotypes for each marker. If we let x;; in the
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statistical model take values 2, 1, or 0 if the genotype of the
ith marker in the Ath mdmdual is P; homozygote, hetcrozy-
gote, or P, homozygote, then o?, 0y, and ay,; will be just twice
those for the backcross population. Then the results of Egs.
1 and 4 are unchanged. Both the denominator a',s and the
genetic part of the numerator o-y of Eq. 3 are also multiplied
by 2, so that the sampling variance of by,, in Eq. 3 will be
decreased. Basically the above four properties are un-
changed. Qualitatively, this also applies if we take dominance
into account, although the analysis with dominance in F, will
be more complicated and the regression model may need to
introduce one more variable for each marker to accommodate
dominance deviation. With epistasis, however, property 1
will not be true exactly. Depending on the type and degree of
epistasis, property 1 may hold approximately in some cases.
The four properties provide the theoretical basis for con-
structing an interval test. Direct use of multiple regression
analysis for QTLs mapping is, however, inappropriate and
inefficient as the partial regression coefficient is more than
likely to be a biased estimate of the relevant QTL effect. It
would be appropriate to combine Lander-Botstein’s interval
mapping with multiple regression to construct an interval test
for testing and estimating QTL effects. Detailed testing
procedures for such an interval test depend on genetic
models, experimental designs, and data structures. For ex-
ample, for a backcross population we can use the following
statistical model to test for a QTL on a marker interval (z,
+ 1) Yh = by + bﬁ?h + 2,;,,,+1b,x;., + g forh=1,2,.
n, where b* is the effect of the putative QTL expressed asa
difference in effects between the homozygote and heterozy-
gote and x } is an indicator variable, taking a value 1 or 0 with
probability depending on the genotypes of the markers i and
i + 1 and the testing position of the putative QTL. Statisti-
cally, this is a mixture model with the mixing proportions
(i-e., the probability of x } = 1) 1, p(= rig/rii+1), 1 — p, and
0 for the four different genotypes of the markersi andi + 1
(homozygote/homozygote, heterozygote/homozygote, ho-
mozygote/heterozygote, and heterozygote/heterozygote,
respectively), ignoring double recombination between mark-
ers i and i + 1, where r;,; is the recombination frequency
between marker i and the putative QTL, g, and 7,;+1) is the
recombination frequency between markers i and i + 1. With
an appropriate assumption about the distribution of the
random variable &, a maximum likelihood ratio test statistic
can be constructed and computed for the hypotheses Hy : b*
= 0 and H; : b* # 0 (the detailed procedure will be discussed
elsewhere). As explained above, this test is an interval test
with the test statistic unaffected by QTLs located outside the
marker interval ({ — 1, i + 2) if markersi — 1 and i + 2 are
fitted in the model along with other markers. This test can be
performed at any position in a genome covered by markers
just as for the interval mapping of Lander-Botstein. But
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when comparing this test with the interval mapping of
Lander-Botstein, this test is more likely to detect and esti-
mate the effect of a single QTL at any testing position because
it is an interval test. This would then create a convenient
systematic searching strategy for multiple QTLs as it reduces
a multidimensional search problem (1, 3) (for multiple QTLs
on a chromosome) to a one-dimensional search problem.
Also, by the virtue of maximum likelihood principles, esti-
mates of QTL positions and effects by this method will tend
to be asymptotically unbiased.

There are, however, two issues that need to be addressed
for this mapping method. First, since it is a multiple test and
search problem (for multiple locations), what would be an
appropriate significance value for the test statistic given a
data set? Lander and Botstein (1) discussed the issue of the
appropriate significance value of the test statistic (using the
logarithm of odds score) for their mapping procedure cover-
ing a whole genome. The threshold of the test statistic for
testing the null hypothesis for this method is, however,
different. The difference is that with multiple regression the
test statistics are almost independent between different in-
tervals, as indicated above, but highly correlated within
intervals. The implications of these properties and practical
determination of an appropriate significance value of the test
statistic given a data set will be discussed elsewhere. Second,
what would be an optimum model for QTL mapping? Or, how
many and what markers should be included in the model as
a background control? Properties 2 and 3 briefly summarize
the advantages and disadvantages of including multiple mark-
ers in the model for QTL mapping. These are the basic
principles for selecting appropriate markers in the model as
a background control. The possible effects of multiple re-
gression on the overall threshold for an interval test and on
the reduction of the degrees of freedom for the test need also
to be considered for selecting markers included in the model,
as too many markers fitted in the model will reduce signifi-
cantly the number of degrees of freedom of the test statistic
and could reduce significantly the statistical power of detect-
ing QTLs, particularly when the sample size is small.
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