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Abstract

Rebound spiking properties of medial entorhinal cortex (mEC) stellate cells induced by inhibition 

may underlie their functional properties in awake behaving rats, including the temporal phase 

separation of distinct grid cells and differences in grid cell firing properties. We investigated 

rebound spiking properties using whole cell patch recording in entorhinal slices, holding cells near 

spiking threshold and delivering sinusoidal inputs, superimposed with realistic inhibitory synaptic 

inputs to test the capacity of cells to selectively respond to specific phases of inhibitory input. 

Stellate cells showed a specific phase range of hyperpolarizing inputs that elicited spiking, but 

non-stellate cells did not show phase specificity. In both cell types, the phase range of spiking 

output occurred between the peak and subsequent descending zero crossing of the sinusoid. The 

phases of inhibitory inputs that induced spikes shifted earlier as the baseline sinusoid frequency 

increased, while spiking output shifted to later phases. Increases in magnitude of the inhibitory 

inputs shifted the spiking output to earlier phases. Pharmacological blockade of h-current 

abolished the phase selectivity of hyperpolarizing inputs eliciting spikes. A network computational 

model using cells possessing similar rebound properties as found in vitro produces spatially 

periodic firing properties resembling grid cell firing when a simulated animal moves along a linear 

track. These results suggest that the ability of mEC stellate cells to fire rebound spikes in response 

to a specific range of phases of inhibition could support complex attractor dynamics that provide 

completion and separation to maintain spiking activity of specific grid cell populations.
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1. Introduction

Layer II stellate cells of the medial entorhinal cortex (mEC) display a number of well-

studied cellular properties, including subthreshold membrane potential oscillations (Alonso 

& Llinás, 1989; Klink & Alonso, 1993), membrane potential resonance (Erchova, Kreck, 

* Corresponding author at: 2 Cummington Mall, Room 109, Boston, MA 02215, USA. Fax: +1 (617) 358 3296. Hasselmo@bu.edu 
(M.E. Hasselmo).. 

The authors declare no competing financial interests.

HHS Public Access
Author manuscript
Neurobiol Learn Mem. Author manuscript; available in PMC 2017 March 01.

Published in final edited form as:
Neurobiol Learn Mem. 2016 March ; 129: 83–98. doi:10.1016/j.nlm.2015.09.004.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



Heinemann, & Herz, 2004; Giocomo, Zilli, Fransén, & Hasselmo, 2007; Haas & White, 

2002) and periodic spatial firing in vivo (Domnisoru, Kinkhabwala, & Tank, 2013; Schmidt-

Hieber & Häusser, 2013) that could contribute to the firing of entorhinal neurons in a grid 

cell pattern (Hafting, Fyhn, Molden, Moser, & Moser, 2005). The intrinsic properties of 

stellate cells show increases in membrane potential oscillation period along the dorsal-to-

ventral (D/V) axis of the mEC (Boehlen, Heinemann, & Erchova, 2010; Giocomo & 

Hasselmo, 2008a,b; Giocomo et al., 2007) that resemble the increasing gradient of grid cell 

firing field size and spacing (Hafting et al., 2005; Sargolini et al., 2006). Similarly, the 

intrinsic spiking frequency of grid cells measured by autocorrelograms differs along the D/V 

axis and shows changes with running speed (Jeewajee, Barry, O'Keefe, & Burgess, 2008). 

These experimental data have encouraged the use of oscillatory dynamics to model grid cell 

properties in a class of models termed oscillatory interference models (Blair, Welday, & 

Zhang, 2007; Burgess, Barry, Jeffery, & O'Keefe, 2005; Burgess, Barry, & O'Keefe, 2007; 

Hasselmo, Giocomo, & Zilli, 2007; Blair, Gupta, & Zhang, 2008; Burgess, 2008) that could 

link intrinsic cellular properties to grid cell properties.

Another class of grid cell models, termed continuous attractor dynamic models, focuses on 

synaptic interactions between neurons that could interact with intrinsic properties. Attractor 

dynamic models use symmetric recurrent network connections to generate grid cell firing 

patterns, and use differences in asymmetric synaptic interactions regulated by running 

velocity to create differences in grid cell firing field size and spacing (Burak & Fiete, 2009; 

Couey et al., 2013; Fuhs & Touretzky, 2006; Guanella, Kiper, & Verschure, 2007; Pastoll, 

Solanka, Van Rossum, & Nolan, 2013). Recent in vivo data support elements of the network 

activity demonstrated by attractor models including shared features of spacing and 

orientation within individual modules (Stensola et al., 2012) that shift together during 

environmental manipulations (Barry, Hayman, Burgess, & Jeffery, 2007; Yoon et al., 2013). 

Attractor dynamic models have properties of both pattern separation, to avoid having neural 

activity spread throughout the network, and pattern completion to maintain firing in the set 

of neurons within a population coding a specific representation.

Stellate cells of the mEC are embedded in an inhibitory network. They share little to no 

direct synaptic connections with one another, but instead interact indirectly through 

inhibitory interneurons (Couey et al., 2013; Pastoll et al., 2013). The strong inhibitory 

innervation of stellate cells coupled with their intrinsic properties suggests a functional role 

for rebound spiking. Rebound spikes occur in response to release from hyperpolarizing 

current pulses and are dependent on the presence of the h-current (Ih, Alonso & Llinás, 

1989; Klink & Alonso, 1993; Shay, Boardman, James, & Hasselmo, 2012). Recent models 

have simulated grid cell firing behaviors using phase interactions between theta oscillations 

and stellate cell rebound spikes (Hasselmo, 2013; Hasselmo & Shay, 2014). These rebound 

spiking models are similar to ‘hybrid’ grid cell models (Bush & Burgess, 2014; Navratilova 

et al., 2012; Schmidt-Hieber & Häusser, 2013) in that the generation of grid cells relies on 

the combination of recurrent network connectivity and intrinsic cellular properties. The main 

goals of this study were to gain a better experimental understanding of rebound spiking in 

mEC and to test the viability of rebound spiking as a mechanism of grid cell function within 

the framework of the rebound spiking models. The rebound spiking found in these models 
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represents a type of attractor dynamics dependent on feedback inhibition, in that the activity 

is maintained within a subpopulation of neurons without external input. Correspondingly, 

these models show temporal dynamics that allow pattern separation to prevent activity from 

spreading throughout the network, and that allow pattern completion to reactivate any 

neuron that happens to stop firing.

We performed experiments to test how the interaction of rebound spiking properties with 

network oscillations could allow temporal selection of a discrete population of neurons. 

Hyperpolarizing inputs mimicking synaptic input were superimposed on a baseline 

sinusoidal current injection and delivered to layer II mEC stellate cells. We analyzed the 

phases of hyperpolarizing inputs (relative to the baseline oscillation) that caused spikes as 

well as the output phases of spikes. Our results indicate that inhibitory inputs have a 

particular phase range that can induce spiking, allowing feedback from a single inhibitory 

interneuron to selectively trigger network activity in a discrete population of active neurons, 

while performing completion by recruiting inactive neurons that should be active. In 

addition, output spiking occurs at a narrow phase range. The input phase preference was 

dependent on the presence of the h-current and both input and output phases changed with 

oscillation frequency and magnitude of inhibitory input. Simulation of a network of stellate 

cells with rebound spiking properties (Izhikevich, 2007) that also includes inhibitory 

feedback and oscillatory input regulated by the medial septum, showed that spatial 

periodicity resembling grid cell firing can be produced with rebound spiking (Hasselmo, 

2013; Hasselmo & Shay, 2014). These results support the hypothesis that rebound spiking 

could contribute to the generation of grid cells.

2. Methods

2.1. Slice preparation

All experimental protocols were approved by the Institutional Animal Care and Use 

Committee of Boston University. Slice preparation and recording techniques were similar to 

those in Shay et al., 2012. Briefly, male and female Long-Evans rat pups (postnatal days 17–

21, Charles River, Wilmington, MA) were deeply anesthetized with 1–2 ml of isoflurane 

(Abbot Laboratories). After absence of tail and pedal reflex, brains were rapidly removed, 

submerged in ice-cold artificial cerebrospinal fluid (aCSF) containing (in mM) 125 NaCl, 

2.0 CaCl, 2.5 KCl, 1.25 NaH2PO4, 25 NaHCO3, 25 d-glucose, and 1.0 MgCl2 (pH adjusted 

to 7.4 with 95% O2–5% CO2). Horizontal slices, 400-μm thick, were made with a vibroslicer 

(Leica VT1000). Slices were immediately transferred to a holding chamber containing aCSF 

and incubated at 32 °C for 30 min and were left at room temperature for 30 min before 

recordings began.

2.2. Electrophysiological recordings

Slices were placed in a recording chamber perfused with aCSF, constantly bubbled with 

95% O2–5% CO2. In a subset of recordings (n = 17), 2 mM kynurenic acid and 100 μM 

picrotoxin were added to the recording solution to block glutamatergic and GABAergic 

synaptic transmission, respectively. All recordings were made between 35 and 37 °C. 

Whole-cell pipettes were fabricated with borosilicate glass capillaries by means of a P-90 
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horizontal puller (Sutter Instruments). Pipettes were filled with an internal solution 

containing (in mM) 120 K-gluconate, 10 HEPES, 0.2 EGTA, 20 KCl, 2.0 MgCl2, 4.0 

Na2ATP, 0.3 Na3GTP, and 7 phosphocreatine-diTris (pH adjusted to 7.3 with KOH). In 

addition, 0.1% biocytin was included in the internal solution for the purpose of labeling. 

Filled pipettes had resistances between 3 and 5 MΩ. Cells were visualized under an upright 

microscope (Olympus BX51I or Zeiss Axioskop 2) using a CMOS (complementary metal–

oxide semiconductor) digital Rolera Bolt camera (QImaging, Surrey, BC, Canada) or a near 

infrared charge-coupled device camera (JAI CV-M50IR). Tight seals (>1 GΩ) were formed 

and whole-cell access was achieved by brief negative pressure. Current clamp recordings 

were made with a Multi Clamp 700B amplifier (Axon Instruments). Built-in capacitance 

compensation and bridge balance circuitry was used to correct for and monitor series 

resistance throughout experiments. Recordings were sampled between 5 and 20 kHz using 

Clampex 10.0 (Axon Instruments).

Upon whole-cell access, cells were allowed to equilibrate for 2–5 min. Basic cellular 

properties were qualitatively measured in real time to test the presence of stellate cell 

electrophysiological signatures (Alonso & Klink, 1993; Alonso & Llinás, 1989; Dickson et 

al., 2000). Inclusion criteria included resting membrane potentials negative to −55 mV, input 

resistances below 120 MΩ, a strong sag potential (sag ratio range = 0.22–0.43, median sag 

ratio = 0.37), calculated as in Heys et al. (2013) using the following equation:

(1)

sMPOs, overshooting action potentials (above zero mV), cluster spiking, and series 

resistances ≤30 MΩ. Cells displaying these properties were then used to investigate rebound 

spiking. In some cases, cells lacking these properties were investigated as a control (n = 7). 

At resting membrane potential, 0.5 s square step currents ranging from −500 to 500 pA (25 

pA increments) were delivered to cells in order to qualitatively visualize sag potentials and 

spiking behavior. All remaining in vitro stimuli were generated in MATLAB and exported 

for delivery by Clampex 10.0. To identify each cell's preferred input frequency, the 

MATLAB chirp function was used to create a 20 s sinusoidal input increasing linearly from 

0 to 20 Hz, sampled at 20 kHz. The amplitude of the input current chirp function ranged 

between 10 and 100 pA in different cells to ensure subthreshold responses at different 

holding potentials. The response to the input current chirp function was measured at 

different holding potentials (−70 mV to −55 mV), and the value of resonance frequency was 

obtained as the frequency of the peak amplitude of response (rounded to the nearest Hz) at 

−55 mV and was used as the primary frequency (see below for use of additional frequencies) 

of the sinusoid used to test rebound spiking. Rebound spiking protocols were run at 

depolarized membrane potentials (mean = −55.24 mV; standard deviation = 3.37 mV) near 

the value at which the primary resonance frequency was measured. These membrane 

potentials were substantially depolarized relative to the resting potential of the neurons 

(mean = 62.91 mV; standard deviation = 3.23 mV). Running protocols near −55 mV ensured 

that spiking did not occur at the peaks of the sinusoidal oscillation, making it easier to 

measure the effects of hyperpolarizing inputs. In addition, at this depolarized membrane 

potential rebound spiking is more robust.
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The following sinusoidal inputs were all sampled at 5 kHz. First we measured spiking in the 

absence of rebound dynamics by delivering control “empty sinusoids” consisting of 

sinusoidal inputs with amplitudes of 50 pA and fixed frequencies ranging from 1 to 12 Hz (1 

Hz increments). For all other remaining protocols, simulated synaptic inputs 

(hyperpolarizing for tests of rebound spiking, depolarizing for control tests of spike 

induction) were superimposed on 50 pA sinusoids. Synaptic inputs (Isyn) were simulated 

using a double exponential of the form:

(2)

where τ1 and τ2 are the fast and slow time constants, respectively. For all protocols, τ1 = 

0.001 s and τ2 = 0.005 s. Recording trials were 200 s long, containing seven 20 s epochs of 

sinusoidal oscillations separated by 5 s of baseline current (DC) between each epoch, and 

12.5 s of baseline DC current at the beginning and end of each trial. In standard protocols, 

the magnitude of the input pulse was scaled to be twice the peak to peak amplitude of the 

sinusoidal input (100 pA) and input pulses were placed such that each subsequent peak was 

(17/16) * 2 * pi radians after the previous input (resulting in cycling through a full range of 

possible phases with steps of 2 * pi/16). The standard protocol was run at the resonance 

frequency of a given cell as well as frequencies ±2 Hz from the resonance frequency. For 

normalized input protocols, we took the largest magnitude of current in the standard 

protocol (i.e. when hyperpolarizing input occurred at the trough of the sinusoid) and scaled 

each hyperpolarizing input to that value. Therefore, regardless of phase, each input reached 

the same absolute current value in our normalized protocol. “Randomized” input protocols 

were generated by placing the input pulse of each baseline cycle on a random phase. 

Possible phases were limited to increments of (2 * pi/16), and were sampled such that there 

were an equal number of inputs at each phase. “Sparse” inputs were generated by placing 

simulated synaptic inputs on every other cycle of the baseline sinusoid. The input pulse on 

every other sinusoid cycle was (2 * pi/16) radians later in phase than the previous input. 

“Magnitude” protocols used input pulses with amplitudes that were 1/2, 1/4, or 1/8 that of 

the standard input.

In a subset of cells (n = 6), baseline recordings were performed, followed by continuous bath 

perfusion of 10 μM ZD7288 (Tocris, Sigma). After ten minutes of drug wash, experiments 

were then repeated in order to assess the role of the h-current in rebound spiking behavior. 

For all drug wash conditions, synaptic blockers (2 mM kynurenic acid, 100 μM picrotoxin) 

were used in both baseline and drug wash conditions.

2.3. Data analysis

Data for each run were exported from Clampex to MATLAB for analyses. Cells responded 

to input current chirp functions with the envelope of the amplitude of their membrane 

potential response reaching a peak when the input approached their resonant frequency. 

Resonant frequency was determined using techniques previously described (Erchova et al., 

2004; Shay et al., 2012) using MATLAB curve fitting routines. The impedance [Z(f)] was 

taken as the ratio of the magnitude of the Fourier transform of the output (membrane 

voltage) to the magnitude of the Fourier transform of the input (chirp and DC injection). The 
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peak of the impedance curve, determined by MATLAB lsqcurvefit routine, was then taken 

as the resonance frequency. The reported voltage for each chirp response was determined as 

the average value before the chirp stimulus began.

Cell spiking responses to sinusoidal inputs were detected by sampling for periods of 

depolarized membrane potential with a peak height that reached positive values above 0 

mV. The phase of a spike in reference to the baseline oscillation was determined based on 

the timing of the peak voltage of the spike. For all input signals except the empty sinusoid, 

preceding input phase was determined as the phase of hyperpolarizing current injection 

input directly preceding the spike. In instances where more than one spike was elicited from 

a given input (i.e. in drug wash condition), only the first spike was included for analyses. 

The holding voltage for each epoch of a trial was determined as the mean voltage during the 

dead-space directly preceding the epoch, accounting for any drift in membrane potential 

between different sinusoid segments but not within segments. In order to determine the 

statistical properties of phase of spiking responses across the full data set, the mean resultant 

angle (MRA) and the mean resultant length (MRL) for hyperpolarizing/depolarizing current 

inputs and spiking output were determined for each cell and the population. The following 

equations were used to compute MRA and MRL respectively:

(3)

(4)

where i is the imaginary constant, θ is an angular variable, arctan2 is the four-quadrant arc 

tangent function, and imag() and real() represent the real and imaginary components of the 

complex exponential. All circular analyses and statistics were done using the CircStat 

toolbox (Berens, 2009) for MATLAB. Circular statistical tests included the parametric 

Watson Williams test for determining whether the mean directions of two or more groups 

are identical or not, and paired t-tests to determine significant differences between the MRL 

distributions of two groups.

2.4. Biophysical simulation methods

To demonstrate the role of rebound spiking in network dynamics, we tested single cell 

models of rebound spiking and incorporated these into network simulations. Single neuron 

models used the framework developed by Izhikevich (2007) with the following equations:

(5)

(6)

where v is the membrane potential, u is the current, Ib is the baseline holding current, I is the 

injected current, C is the membrane capacitance (pF), vr is the resting membrane potential 

(mV), vt is the threshold voltage, k is the fast activation current with a, the fast current and b, 

the slow current, vpeak is the maximum voltage of a spike, c is the reset voltage, and d is the 
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reset current. Parameters were chosen to match previously published values (Izhikevich, 

2007) used to replicate properties of stellate cell recordings in mEC (Burton, Economo, Lee, 

& White, 2008). For all simulations we used the following parameter values: Ib = 130, C = 

200, vr = −60, vt = −45, k = 0.75, a = 0.007 for low frequency resonance, a = 0.015 for high 

frequency resonance, b = 14.2, c = −50, d = 100, and vpeak = 100. For single cell properties 

such as resonance frequency and sag potential, we injected (I, Eq. (5)) the same chirp 

function and hyperpolarizing step currents as used in slice experiments. We also injected the 

same inhibitory synaptic inputs (I, Eq. (5)) used in slice experiments to investigate rebound 

spiking in the modeled cell. Data analyses of the output from single cell simulations were 

performed in the same manner as the analyses of in vitro recording data.

Finally, to analyze the potential role of the rebound spiking properties demonstrated in these 

experiments, we incorporated these rebound spiking properties into network simulations. 

Izhikevich neurons with the parameter values above were placed in a feedback inhibitory 

network and also received theta rhythmic sinusoidal input to model medial septal input. 

These network simulations demonstrate that rebound spiking could maintain network 

spiking activity and could allow systematic shifts in network spiking activity between 

different neurons that receive oscillatory input with different phases caused by regulation of 

local inhibition by the medial septum (Hasselmo, 2013).

In this simulation of network properties, we simulated two independent populations of 

Izhikevich stellate cells with membrane potentials labeled with different subscripts vT1 and 

vT2 because they end up firing on opposite cycles of theta rhythm oscillations (T1 and T2). 

This firing on opposite cycles is consistent with data on theta cycle skipping in medial 

entorhinal cortex in which neurons fire on alternating cycles of network theta rhythm 

(Brandon, Bogaard, Schultheiss, & Hasselmo, 2013; Deshmukh, Yoganarasimha, Voicu, & 

Knierim, 2010; Jeffery, Donnett, & O'Keefe, 1995). Mechanisms of theta cycle skipping 

were simulated previously with populations of stellate cells, pyramidal cells and 

interneurons (Brandon et al., 2013). The stellate cells each have their own internal 

dynamical variables uT1 and uT2 that mediate rebound spiking. In addition, they interact with 

two sets of inhibitory interneurons iT1 and iT2. In the model, the synaptic interaction with 

inhibitory interneurons is mediated by uniform connectivity strengths Wis for stellate input 

to interneurons and Wsi for interneuron input to stellate cells. There are no direct excitatory 

synaptic connections between stellate cells in the model, consistent with physiological data 

from entorhinal cortex (Couey et al., 2013; Dhillon & Jones, 2000).

The network dynamics are described by the following equations:

(7)

(8)
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(9)

(10)

(11)

The membrane potential of each stellate cell is represented by vT1 for individual stellate cells 

in population T1, and vT2 in stellate population T2. The internal activation of the h-current in 

each stellate cell is simulated using the recovery variable uT1 in stellate cells in population 

T1 and uT1 in population T2. The stellate cells generate spiking output to interneurons at 

specific time steps (shown in square brackets), when v > vpeak, v is reset to the value of 

parameter c, and u is reset to u + d. In some network simulations, we tested a Gaussian 

distribution of the parameter a with different standard deviations.

The variable i represents the membrane potentials of interneurons, which also display 

discrete spiking output when they cross a threshold h. Spikes in the interneurons cause 

hyperpolarizing inhibitory feedback potentials in the same population of interneurons 

immediately after the spike. In addition, spikes in the interneurons cause inhibitory synaptic 

potentials in the population of stellate cells with the opposite population index (e.g. iT1 

inhibits vT2 and iT2 inhibits vT1). The same uniform connection matrix Wsi connects the 

inhibitory cells iT1 to all stellate cells in population vT2, and connect the inhibitory cells iT2 

to all stellate cells in population vT1. All stellate cells in population vT1 send output to two 

interneurons iT21–2 via matrix Wis that connects to the entire stellate cell population vT2 via 

the matrix Wsi, and all stellate cells in population vT2 send output to two interneurons iT11–2 

via matrix Wis that connects to the entire stellate cell population vT1 via matrix Wsi.

Each stellate cell also receives oscillatory input representing the modulation of inhibitory 

input regulated by input from the medial septum with a range of different temporal phases 

according to the equation:

(12)

where f is the medial septal frequency, vT1 is the stellate cell index and “n” is the total 

number of stellate cells in the population. The same range of phases influence the stellate 

cells in population T2 as well. The initial activity in each simulation was activated by giving 

an initial hyperpolarizing input to specific stellate cells, causing a depolarizing rebound that 

generated a rebound spike that activated inhibitory interneurons and initiated further 

rebound spiking activity in the simulation.
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3. Results

3.1. Confirmation of stellate cell type

The focus of this study was to analyze near threshold rebound spiking behavior elicited by 

sinusoidal inputs superimposed with inhibitory post-synaptic currents. The phases of 

hyperpolarizing input pulses that induced spikes and the output phases of these spikes, 

relative to sinusoidal oscillations, were analyzed in 72 layer II stellate cells and 7 layer III 

non-stellate cells of the mEC.

Micrographs of a horizontal brain slice (Fig. 1) with two magnifications show the cell's 

location within the mEC superficial layers as well as morphological detail, revealing a large 

soma and dendrites radiating in all directions. These morphological characteristics are 

indicative of stellate cells (Alonso & Klink, 1993). Cells displayed a number of 

electrophysiological properties that are typical of stellate cells including subthreshold 

membrane potential oscillations (sMPOs) with amplitudes between 2 and 5 mV (Fig. 1b1, 

inset), cluster spiking, defined by epochs of two or three successive spikes separated by 

sMPOs (Fig. 1b1, asterisks), subthreshold resonance frequencies in the theta range (3–8 Hz, 

Fig. 1d1), and a prominent sag potential in response to hyperpolarizing step currents coupled 

with rebound spiking upon release of the hyperpolarizing current (Fig. 1c, black trace). 

Upon application of 10 μM ZD7288, a selective h-current blocker, the resting membrane 

potential gradually became hyperpolarized (Fig. 1b2), and the cell ceased to show sMPOs 

(panels b3, inset), sag potential, rebound spiking (panel c, gray trace) and resonance (panel 

d2). Additionally, cluster spiking was replaced by a behavior described as cyclical 

transitions between low frequency firing and periods of inactivity (Fig. 1b3, note the scale of 

the time axis). In addition to the consistent observation of these basic electrophysiological 

properties, all 14 recovered cell fills (out of 72 recorded cells) had similar stellate-like 

morphologies. Furthermore we recorded 7 cells that lacked stellate-like electrophysiological 

properties and were able to recover cell fills in three of these cells. All three cells lacked 

stellate-like morphologies (data not shown). Similar to previous articles (Alonso & Klink, 

1993; Klink & Alonso, 1997), this supported the standard use of electrophysiological 

characteristics to classify cell types.

3.2. Phase specificity of rebound spiking

We next characterized the response of mEC stellate cells to the standard hyperpolarizing 

input by performing quantitative analyses of the phases of hyperpolarizing input pulses 

inducing spikes and the output phases of spiking (Fig. 2). There are a number of important 

findings from these analyses. First, there was a limited range of input phases of 

hyperpolarizing current pulses that caused spiking. Second, the phases of output spiking 

covered a narrow range, despite the larger phase range of inhibitory synaptic inputs. Lastly, 

a comparison between phase histograms from a single epoch (b) and all epochs of this 

particular cell (c) demonstrates the consistency of the observed rebound spiking responses.

Our population data further demonstrate the consistency of phase effects and verify that 

these effects are due to intrinsic rebound spiking properties. We compared standard input, 

with different types of control inputs consisting of the normalized, random, sparse, and 
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excitatory synaptic inputs (Fig. 3a1–a5). Our results indicate that stellate cells showed 

similar phase specific spiking after hyperpolarizing input pulses at different phases in 

different conditions (Fig. 3d–g). These similar responses to hyperpolarizing input pulses 

indicate that rebound spiking behaviors were similar when hyperpolarizing inputs were 

constructed to have equal local minima at all input phases (a2), that the output spiking 

phases were not determined by the order of previous hyperpolarizing inputs (a3), nor were 

output spiking phases determined by the timing of hyperpolarizing inputs on the preceding 

cycle (a4). However, in response to depolarizing inputs, the population of stellate cells had 

significantly lower input MRL (d), output MRL (e), and input MRA (f) compared to 

hyperpolarizing inputs (paired t-test, *p < 0.05; ***p < 0.001). These data suggest that 

stellate cells respond much differently to the phase of depolarizing inputs than to the phase 

of hyperpolarizing inputs. For excitatory inputs, the average input phase eliciting spikes 

occurs significantly earlier than for hyperpolarizing inputs (f, paired t-test, ***p < 0.001), 

and the distribution of input phases that cause spiking is significantly wider compared to 

hyperpolarizing inputs (d, paired t-test, ***p < 0.001). Furthermore, although the average 

spiking phase is similar (g), excitatory driven spiking occurs with a significantly broader 

output phase distribution compared to inhibitory driven rebound spiking (e, paired t-test, *p 

< 0.05 ***p < 0.001). Overall, our data suggest that rebound spiking was elicited within a 

smaller input phase window and that rebound spiking is produced in a more precise manner 

relative to oscillations than spikes produced by depolarizing input.

3.3. The effects of oscillation frequency on input and output phase

Whereas data presented thus far have been shown for inputs containing sinusoidal 

oscillations with a frequency close to the cell's depolarized resonance frequency, analyses 

from inputs with oscillations at +2 Hz and −2 Hz from cells’ depolarized resonance 

frequencies are presented in Fig. 4. Both within cell and across cell analyses were done. 

Cells with a resonance frequency near 3 Hz or 5 Hz behaved similarly when inputs were 

delivered at their respective depolarized resonance frequency (compare b1–b2 with e1–e2) 

as well as when inputs were delivered at +2 Hz from their resonance frequency (compare 

a1–a2 with d1–d2). However, cells with resonance near 3 Hz receiving input oscillations at 

either 3 Hz or 5 Hz fired at later phases (higher MRA) compared to cells with a resonant 

frequency of 5 Hz (f, parametric Watson Williams test, ***p < 0.001). This suggests that 

with a fixed frequency background oscillation, cells with lower resonant frequencies tend to 

fire at later phases compared to cells with higher resonant frequencies. However, preferred 

spiking phases for both cell populations converged at 7 Hz. Interestingly, our previous study 

(Shay et al., 2012) showed that as a stellate cell's membrane potential was hyperpolarized, 

its resonance frequency asymptotically approached a maximum frequency of approximately 

7 Hz. That both cell properties have a saturation point suggests a similar cellular 

mechanism. It is likely that Ih regulates the integration of the sinusoid and hyperpolarizing 

input, and that at a critical frequency Ih is no longer able to keep pace with the oscillation, 

and therefore the resonance frequency and average spiking phase reach a maximum value.

We also reported the frequency dependence of rebound spiking phase for our population 

data (Fig. 4 panels h–k). As the baseline oscillation frequency was increased beyond a cell's 

resonant frequency, the distribution of preferred inputs became significantly narrower (h, 
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paired t-test, **p < 0.01; ***p < 0.001) and shifted to significantly earlier phases (j, 

parametric Watson Williams test, *p < 0.05), while spiking phase shifted to significantly 

later phases (k, parametric Watson Williams test, ***p < 0.001). These data suggest that as 

the sinusoidal oscillation frequency increases relative to resonance frequency, the input 

phase window to produce a spike decreases in width and shifts to earlier phases, while the 

average output phase shifts to later phases. In addition, a higher intrinsic resonance 

frequency of a cell causes it to fire in response to earlier phases of input and generates 

output spikes at earlier phases. Earlier input phases for inducing spiking and output phases 

of spiking could influence the spacing of grid cell firing fields by causing more rapid 

transitions between firing fields.

3.4. The effects of the magnitude of hyperpolarizing inputs on input and output phase

We tested how changes in the magnitude of inhibitory synaptic inputs would affect rebound 

spiking, with hyperpolarizing inputs of full magnitude, half magnitude, quarter magnitude, 

and eighth magnitude, respectively (Fig. 5, Panels a1–a4). As the magnitude of 

hyperpolarizing inputs was decreased, the input MRA slightly decreased (d, parametric 

Watson Williams test, 1/8 vs.1/2 and 1/8 vs. 1, *p < 0.05) while the MRA of spiking 

increased (e). In fact 1/8 and 1/4 magnitudes gave significantly larger output MRAs than 1/2 

and full magnitude hyperpolarizing inputs (e, parametric Watson Williams test, p < 0.001). 

These data suggest that the strength of inhibition can change the rebound spiking phase in 

stellate cells, with stronger inhibition causing earlier spiking phase. This could allow larger 

inhibition magnitudes to cause faster transitions between firing fields of the sort shown 

below.

3.5. The effect of pharmacological blockade of HCN channels on the phase specificity of 
hyperpolarizing inputs causing spikes

We have shown that pharmacological blockade of the h-current abolished rebound spiking 

to hyperpolarizing square current pulses (Fig. 1c). This finding prompted us to test whether 

blockade of the h-current with 10 μM ZD7288 would alter the phase specificity of rebound 

spiking in stellate cells in response to our standard sinusoidal input. We also tested rebound 

spiking properties in layer III mEC non stellate cells (n = 7), which possess much weaker h-

current compared to stellate cells. The MRL of hyperpolarizing inputs significantly 

decreased in stellate cells (n = 6) following drug application (Fig. 6d, paired t-test, **p < 

0.01). Stellate cells in the baseline condition had significantly higher MRLs for 

hyperpolarizing inputs compared to non-stellates (paired t-test, *p < 0.05) but following the 

drug condition, stellate cells did not significantly differ from non-stellate cells in the 

response to input phase. The phase specificity of spiking output (MRL) in stellate cells 

under baseline conditions were significantly larger than non-stellates (Fig. 6e, paired t-test, 

**p < 0.01), and was smaller, but did not reach statistical significance after blocking the h-

current. That is, blockade of h-current reduced phase specificity of spiking output. Together 

these data suggest that the h-current shapes the phase specificity in which hyperpolarizing 

inputs can elicit rebound spiking, but is likely to be only partially involved in regulating 

spiking output phase.
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3.6. Single cell simulations of rebound spiking

Next we simulated data from Izhikevich (2007) neurons in which parameters were selected 

to produce behaviors similar to what we recorded in vitro (Fig. 7). By tuning the a parameter 

in Eq. (6), we were able to produce cells with differential resonance frequencies at both 

depolarized membrane potentials (a2, b2) and near a cell's resting membrane potential (a3, 

b3). Similar to previous data (Erchova et al., 2004; Shay et al., 2012), model cells showed 

decreased resonance frequencies with depolarization. In addition, Izhikevich neurons 

responded to square wave hyperpolarizing currents with a prominent sag potential, and fired 

rebound spikes upon release from the step current (c). Similar to our experimental data, our 

simulated cells showed phase specificity to hyperpolarizing inputs and similar output 

spiking phases in response to the same sinusoidal inputs used in vitro (d–f). In response to 

changes in baseline oscillation frequency, simulated cells shifted their spiking MRAs to later 

phases, similar to what we observed in vitro (g2). However, the MRAs of the phase of 

hyperpolarizing inputs that caused spikes also shifted to later phases (d1), which was 

contrary to what was observed in vitro, where hyperpolarizing input phases that caused 

spiking moved to earlier phases. The reason for these differences is most likely due to the 

simplified parameter space of the Izhikevich cell model. Using a more detailed biophysical 

cell model may help to fully replicate the results observed in vitro. In response to decreases 

in the magnitude of hyperpolarizing inputs, the model cells behaved similarly to stellate 

cells; the MRA of spikes induced by hyperpolarizing inputs decreased (earlier phases 

elicited spikes, h1), while the MRA of spiking output increased (spiking output occurred at 

later phases, h2).

3.7. Network simulations of rebound spiking

The resonance and rebound spiking dynamics of simulated stellate cells shown above in Fig. 

7 are able to generate grid cell firing properties during one dimensional movement in a 

network model. The crucial network connectivity is shown in Fig. 8a, and depicts stellate 

cells receiving oscillatory inhibitory inputs regulated by input from the medial septum, and 

feedback inhibition from local interneurons. As described in the equations, the oscillatory 

input regulated by the medial septum has different phases for different stellate cells, 

resulting in differential responses due to phase sensitivity to the timing of inhibitory synaptic 

input that influences the full population of stellate cells simultaneously. The result of the 

different oscillation phases regulated by medial septal input is that specific subsets of 

neurons will spike in response to the same phase of hyperpolarizing synaptic input to the 

entire population. These properties allow separation of a specific population of neuronal 

activity because only a subset of neurons will spike due to the timing of the hyperpolarizing 

input relative to the phase regulated by medial septal input.

Note that this network lacks excitatory monosynaptic connections between stellate cells, and 

therefore stellate cells interact only via interneurons. Despite the presence of only inhibitory 

feedback between stellate cells, the network can maintain spiking activity in stellate cells as 

shown in Fig. 8b, which shows a detailed view of a selection of neurons from the larger 

simulation of 8 stellate cells and 4 interneurons shown in Fig. 8c. The arrows in Fig. 8b 

show how inhibitory potentials cause a rebound spike in the second stellate cell (vT21), 

which activates the first interneuron (iT11) causing a rebound spike in the first stellate cell 
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(vT11). This rebound spike then generates a spike in the second interneuron (iT21) and the 

cycle repeats itself. As shown here, the model generates spiking activity that occurs on 

alternate theta cycles in different stellate cells, accounting for theta cycle skipping observed 

in vivo (Brandon et al., 2013). This same phenomenon was shown with large numbers of 

neurons in previous models (Fig. 7C in Brandon et al., 2013). In addition, we tested 

simulations with random selection of stellate-interneuron connections and interneuron-

stellate connections. These randomly connected networks still demonstrated theta cycle 

skipping in stellate cells about 80% of the time due to the phase specificity for inducing 

rebound spikes in stellate cells. Analysis of the development of these types of circuits is a 

topic for future studies beyond the scope of this paper.

Constructing a network model consisting of multiple cell pairs and providing each with 

oscillatory input of different phase regulated by medial septal inputs, results in spiking 

output dependent on the difference between the time of the oscillation period and the speed 

of rebound spiking. This network behavior can be seen in Fig. 8c. Periodic firing of 

individual stellate cells occurs at different times throughout the run due to the timing of the 

feedback inhibitory input from interneurons going to all stellate cells in a population that 

only generates spiking when it interacts with a specific range of phases of oscillatory input 

to individual stellate cells. Thus, the nonspecific feedback signal can separately activate a 

subset of the stellate cell population.

For example, consider the stellate cell in the bottom row (vT11). This cell starts out inactive 

because the hyperpolarizing input, due to spiking of the inhibitory interneuron, arrives at a 

time that does not cause a rebound spike. However, the input of this same interneuron to 

other stellate cells (e.g. vT14) arrives at the correct phase relative to oscillatory input and 

causes rebound spiking. Note that the time between the interneuron spike and a stellate cell 

rebound spike is slightly shorter than the wavelength of the oscillatory input regulated by the 

medial septum. As each rebound spike occurs earlier in phase relative to the oscillatory 

input, it causes interneuron spiking at an earlier phase. Eventually, the phase of interneuron 

spiking comes early enough to fall within the range of input phases that evoke rebound 

spiking in vT11, causing it to start spiking. The rebound of this cell is slightly faster than the 

period of the oscillatory input, so each spike comes at a slightly earlier phase on each cycle 

of the oscillatory input, causing slightly earlier spiking of the interneuron until eventually 

the interneuron input comes too early in phase and falls out of the range of phases that 

induce rebound spiking in vT11. This demonstrates how the rebound spiking properties of 

the cell could allow spiking in a delimited period of time due to both the limited range of 

input phases inducing rebound spikes and the timing of output spikes relative to the 

wavelength of oscillatory input regulated by the medial septum. These basic properties are 

robust to the use of a Gaussian distribution of the rebound spiking parameter a across 

stellate cells within the same network. We consistently saw the same functional properties as 

in Fig. 8 after adding Gaussian noise to the parameter a with standard deviation (σ) of 30% 

of the magnitude of parameter a, and commonly saw effective function with even higher 

standard deviation.

Looking at a portion of a single stellate cell's spiking output (Fig. 8d), one can see how 

spiking phase precesses (Fig. 8e) relative to network theta rhythm as the animal moves 
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through a firing field. Plotting spiking output along the spatial domain, periodic firing fields 

along the linear track are observed (Fig. 8f), similar to grid cell firing as a rat runs on a 

linear track. The physiological differences in resonance and rebound properties between 

different neurons shown in Fig. 7a3 versus Fig. 7b3 can generate substantial differences in 

the size and spacing of firing fields as shown in Fig. 8f1 versus Fig. 8f2. This model has the 

property of all oscillatory interference models (e.g. Burgess, 2008; Burgess et al., 2007) that 

the spacing depends on the differences in frequency or period between two rhythms. In this 

model, the size and spacing arises from the difference between the temporal period of the 

rebound spiking and the period of the oscillations regulated by medial septum.

As shown in Fig. 5, the amplitude of inhibitory input determines the speed of rebound 

spiking. For weak inhibitory input, the speed of rebound spiking could match the period of 

oscillatory input, allowing the firing to remain in one cell, whereas stronger inhibitory input 

could cause faster rebound spiking and a more rapid shift between cells in the population as 

shown in previous modeling (Hasselmo, 2013). Simulations in the previous paper 

(Hasselmo, 2013; Hasselmo & Shay, 2014) show that if the running speed of the rat 

determines the magnitude of feedback inhibition, the velocity of the running can determine 

the rate of transition between neurons firing in different firing fields. This was shown with 

progressive changes in the magnitude of inhibition that caused progressive shortening of the 

time between firing fields in simulations (Hasselmo, 2013; Hasselmo & Shay, 2014). The 

influence of running speed on transitions between neurons corresponds to a mechanism for 

the integration of velocity to determine the individual neurons that fire. This would allow 

firing of grid cells that is driven by the running velocity of the rat, as shown in many models 

of grid cells (Blair et al., 2008; Burgess, 2008; Burgess et al., 2007; Hasselmo, 2008) that 

can simulate grid cells on complex two-dimensional trajectories with continuous changes in 

the frequency of interacting cosine function oscillations. The rebound spiking mechanism 

described here has been shown to function over short two-dimensional trajectories 

(Hasselmo & Shay, 2014), but shows a build-up of trajectory error due to the limited number 

of neurons and the discrete nature of spiking.

4. Discussion

4.1. Phase specificity of rebound spiking

The physiological results presented here show a characterization of rebound spiking in 

response to hyperpolarizing current injection representing inhibitory post synaptic currents 

in stellate cells of the mEC. Hyperpolarizing inputs were superimposed on fixed frequency 

sinusoidal inputs in order to simulate an idealized theta rhythm observed in vivo. Our 

method reveals a specific range of phases of hyperpolarizing inputs that cause spiking. This 

demonstrates that the phase of oscillatory input to stellate cells can determine which 

subpopulation of neurons will be active in response to global inhibitory feedback pulses. 

This provides a potential mechanism by which network dynamics can interact with feedback 

inhibition to separate activity into a discrete population of neurons. This same mechanism 

can also complete the activity of the subpopulation by activating any inactive neurons that 

should be active.
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The phase specificity of hyperpolarizing inputs that elicit spikes is dependent on the 

presence of Ih, as blocking the Ih with 10 μM ZD7288 abolished the phase specificity in 

response to hyperpolarizing input pulses. The ability of Ih to limit the input phases causing 

spikes is important, as this allows the periodic firing fields in the model presented here. The 

narrow temporal phase range of output spiking is consistent with in vivo data in which 

spiking in layer II EC is limited to a narrow temporal phase range of the theta oscillation 

(Quilichini, Sirota, & Buzsaki, 2010). However, in contrast to the dependence of input phase 

on Ih, the consistent output spiking phase range we observed does not appear to be 

dependent on Ih as spiking phases of cells were consistent in non-stellate cells as well as in 

stellate cells before and after drug application. This similarity is likely due to the output 

phase of spiking activity in both types of cells being regulated by the interaction of currents 

activated by depolarization with the peak of the sinusoidal oscillation.

4.2. Linking resonance and rebound spiking to grid cell spatial periodicity

In the computational model, the periodic firing behavior of stellate cells relies on the 

difference between the period of the theta oscillation and the timing of the induction of 

rebound spiking, which is dependent on a cell's resonant frequency. The resulting constraint 

on neural activity due to this interaction is analogous to the beat pattern in oscillatory 

interference models (Burgess, 2008; Burgess et al., 2007), in that it determines the grid cell 

firing field size and spacing, and determines the slope of theta phase precession observed in 

vivo (Climer, Newman, & Hasselmo, 2013; Hafting, Fyhn, Bonnevie, Moser, & Moser, 

2008; Hasselmo, 2013; Kjelstrup et al., 2008). Our data support the link between resonance 

and rebound spiking as cells with different resonant frequencies preferentially responded 

with rebound spikes to different input phases for a given sinusoidal input frequency. This 

difference in rebound spiking phase for different resonance frequencies could contribute to 

the difference in spacing of grid cell firing observed for neurons recorded at different D/V 

positions of mEC (Hafting et al., 2005; Stensola et al., 2012) as the resonance frequency of 

layer II mEC stellate cells decreases along the D/V axis (Boehlen et al., 2010; Giocomo & 

Hasselmo, 2009; Giocomo et al., 2007). In this theoretical framework, stellate cells in dorsal 

mEC with higher resonance frequencies and possessing faster rebound spiking compared to 

ventral stellates would have smaller spatial firing fields and smaller spacing between fields. 

The simulations in Fig. 8f1 and f2 show how this difference in size and spacing could arise 

from the physiological differences in resonance frequency.

Consistent with our results, Giocomo et al. (2011) have shown that grid cell firing fields in 

HCN1 knockout mice become larger and less sharp across all D/V locations. The absence of 

the HCN1 subunit doesn't completely abolish Ih in stellate cells, as other HCN subunits (e.g. 

HCN2) are still present; however, the Ih fast time constants, sag potentials, and resonance 

frequencies are decreased (Giocomo & Hasselmo, 2009). Taken with our data, these results 

suggest that the speed of rebound spiking would be decreased with HCN1 knockout, leading 

to expanding grid fields and spacing. Although stellate cell rebound spiking properties in 

HCN1 knockout mice have not been characterized, it is possible that they behave similar to 

our non stellate cells (or as our pharmacological blockade of Ih), and respond to 

hyperpolarizing inputs with decreased phase specificity.
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Similarly, cells that do not express a lot of Ih, and lack theta frequency resonance, such as 

pyramidal cells in layer II (Domnisoru et al., 2013; Ray et al., 2014; Tang et al., 2014) and 

non-stellate cells in deeper layers of mEC (Sargolini et al., 2006; Boccara et al., 2010) still 

produce grid cell firing patterns. These cells may inherit their grid cell spiking pattern from 

other cells, or perhaps rely on other mechanisms for grid cell generation such as attractor 

dynamics. Therefore, rebound spiking may be just one of many mechanisms contributing to 

the generation of grids.

4.3. Significance of magnitudes of hyperpolarization

We found that the phase of rebound spiking can also change systematically with magnitude 

of hyperpolarizing input pulses (Fig. 3g). This provides a potential mechanism for 

representation of velocity, as shortening the interval to rebound spiking corresponds to a 

higher frequency of a velocity-controlled oscillator in an oscillatory interference model of 

grid cells (Blair et al., 2008; Burgess, 2008; Burgess et al., 2007; Bush & Burgess, 2014; 

Hasselmo, 2008). This property is required to allow trajectories with different running 

speeds to generate firing in spatially consistent locations. If the rat runs more rapidly 

through firing fields, then larger feedback inhibition could allow faster rebound spikes that 

would result in a faster transition of spiking between different firing fields. This inhibitory 

velocity signal is reasonable as medial EC PV interneurons show increased firing rates with 

increased running speed (Buetfering, Allen, & Monyer, 2014; Hinman, Brandon, Chapman, 

& Hasselmo, 2013).

Our in vitro and modeling data show that as the magnitude of hyperpolarizing input pulses 

increases, output spiking phase becomes earlier, suggesting that the number and or strength 

of inhibitory synapses onto a stellate cell can contribute to its spiking phase. In addition to 

allowing regulation dependent on velocity, this could also contribute to the D/V difference 

in spacing of grid cell firing fields. PV interneurons differentially target stellate cells along 

the D/V axis of mEC. Dorsal stellate cells receive a greater number of and more widespread 

PV inhibitory synaptic contacts compared to ventral stellate cells (Beed et al., 2013). The 

stronger inhibition in dorsal stellates could lead to faster rebound spiking and smaller 

spacing between grid cell firing fields compared to ventral stellate cells. This indicates 

another way that the interaction between PV interneurons and stellate cells could contribute 

to the spacing of grid cell firing fields through rebound spiking properties.

4.4. Relationship of model to MSDB-medial EC anatomical connectivity

GABAergic neurons of the MSDB have been proposed to be largely responsible for 

generating theta (Stewart & Fox, 1990). The majority of MSDB inhibitory neurons express 

PV and selectively project to interneurons of the hippocampus (Freund, 1989; Freund & 

Antal, 1988). Anterograde and retrograde tracing studies (Alonso & Köhler, 1984) have 

shown the EC receives anatomically specific inputs from the MSDB; inputs to medial EC 

tend to come from the most medial portions of the MSDB, where the most dense MSDB PV 

cell population is located (Alonso, Coveñas, Lara, & Aijón, 1990; Kiss, Patel, Baimbridge, 

& Freund, 1990). Recently it has been shown that optogenetic stimulation of axons of 

GABAergic medial septal cells causes monosynaptic IPSPs in over 60% of medial EC 

interneurons (Gonzalez-Sulser et al., 2014). The study distinguished mEC interneuron 
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subtypes in terms of fast spiking and low-threshold spiking behaviors. However it is unclear 

how many different interneuron subtypes were targeted by medial septal GABAergic 

projections, and the connectivity of these interneurons with other medial EC cells is not 

known. Our model uses direct oscillatory inputs to stellate cells as a simplification, but this 

oscillatory input is not intended to represent a direct influence of medial septum. Instead, 

this oscillatory input is meant to represent the effect of septal input synapsing on and 

regulating rhythmic activity of a population(s) of interneurons distinct from those receiving 

input from stellate cells shown in Fig. 8. As an alternative, our model is able to work with 

the medial septal theta input synapsing directly onto the medial EC interneurons mediating 

feedback inhibition in Fig. 8 (these simulations are not shown). The mechanism of this 

alternate model has been published elsewhere (Hasselmo & Shay, 2014).

We have simulated theta skipping and grid cell firing behavior by selecting parameters of 

the Izhikevich neuron that match cellular properties found in vitro. Our model consists of 

stellate cells possessing resonance and rebound spiking properties that are embedded in an 

inhibitory network. When medial septal theta rhythmic input is delivered to stellate cells 

they generate grid cell firing activity. Loss of this medial septal subthreshold oscillatory 

input in the model results in the loss of spatially specific firing (Hasselmo, 2013). The 

network architecture used in this model therefore accounts for the loss of grid cell spatial 

periodicity shown experimentally with inactivation of the medial septum (Brandon et al., 

2011; Koenig, Linder, Leutgeb, & Leutgeb, 2011).

4.5. Significance to other grid cell models

The interaction of hyperpolarizing input pulses and sinusoidal input in our experimental data 

is analogous to the interaction of feedback inhibition and oscillatory input used in our model 

in which rebound spiking causes periodic firing of different entorhinal neurons. This 

interaction of the speed of rebound spiking with the period of oscillatory input regulated by 

medial septum is analogous to the interaction of different oscillations used in the oscillatory 

interference model of grid cells (Blair et al., 2008; Burgess, 2008; Burgess et al., 2007; Bush 

& Burgess, 2014; Hasselmo, 2008). The oscillatory input at different phases arising from the 

medial septum could be generated by a mechanism such as the ring attractor network (Blair 

et al., 2007) that was proposed to involve neurons in a ring that sequentially activate each 

other at different phases. The ring attractor could provide a stable baseline frequency as in 

the simulation presented here. Alternatively, the ring attractor could provide medial septal 

regulation of oscillatory input that changes frequency relative to a stable period of rebound 

spiking, allowing differential phase interactions dependent upon running speed. Cells of the 

medial septum show firing rates dependent on the animal's running speed (King, Reece, & 

O'Keefe, 1998; Zhou, Tamura, Kuriwaki, & Ono, 1999) as well as cosine directional tuning 

of theta burst frequencies (Welday, Shlifer, Bloom, Zhang, & Blair, 2011), suggesting that 

both running speed and direction coding are present in the medial septum. Previous data 

show changes in frequency of theta rhythm associated with running speed (Hinman, Penley, 

Long, Escabi, & Chrobak, 2010; Jeewajee et al., 2008; Maurer, Vanrhoads, Sutherland, 

Lipa, & McNaughton, 2005; Rivas, Gaztelu, & Garcia-Austt, 1996), that might arise from 

changes in the rhythmic activity of septal theta cells (Welday et al., 2011; Hinman et al., 

2013). Changes in medial septal theta frequency could provide an alternate mechanism for 

Shay et al. Page 17

Neurobiol Learn Mem. Author manuscript; available in PMC 2017 March 01.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



velocity-dependent changes in the inhibition-induced period of membrane potential 

oscillations in stellate cells relative to the timing of rebound spikes. This provides another 

possible way of representing running velocity in a network model, in contrast to the use of 

changes in magnitude of feedback inhibition.

Kropff and Treves (2008) have suggested that Hebbian plasticity in feed-forward synapses 

could enable the emergence of grid cell firing from slowly changing sensory inputs coupled 

with neuronal firing adaptation, rather than from self-representations of velocity. This 

mechanism differs from our mechanism as it focuses on the influence of adaptation on 

neural activity during initial formation of grid cell representations. However, we believe this 

mechanism during initial learning could be complementary with our rebound spiking model 

by providing initial learning of sensory influence on grid cells could complement and correct 

the updating of grid cells based on self-motion.

4.6. Relationship to previous in vitro data

A previous slice physiology study has shown that depending on the phase an inhibitory 

synaptic input is delivered during a 5 Hz oscillation, it is able to delay or advance the timing 

of repetitive spiking activity in CA1 pyramidal cells (Kwag & Paulsen, 2009). This spike 

time advancement is dependent on the Ih as it is abolished by ZD7288. While this study was 

not studying rebound spiking per se, there are important similarities to our study. Kwag and 

Paulsen were recording from cells containing Ih, they were holding these cells close to 

threshold, and they were delivering theta oscillations, as well as hyperpolarizing inputs. 

Both studies found that Ih interacted with both the oscillations and inhibition to dynamically 

change, in our case the hyperpolarizing input phase causing spiking, and in their case the 

phase of repetitive spiking output induced by the sinusoidal input. Whether a similar 

phenomenon to the Kwag and Paulsen effect exists in medial EC stellate cells was outside of 

the scope of our project, but is an intriguing question.

4.7. Relationship to previous in vivo data

In vivo intracellular recordings in the mEC have shown ramp depolarizations and sMPOs in 

stellate cells during traversals through grid cell firing fields (Domnisoru et al., 2013; 

Schmidt-Hieber & Häusser, 2013). Although ramp depolarizations drive spiking 

(Domnisoru et al., 2013; Schmidt-Hieber & Häusser, 2013), spikes occur preferentially at 

the peaks of theta oscillations (Domnisoru et al., 2013). These data are generally consistent 

with our data. In our experiments, stellate cells had to be sufficiently depolarized above 

resting potential with current injection in order to display rebound spiking, and rebound 

spikes occurred near the peak of the theta oscillation. Note that in Fig. 2 the lowest 

hyperpolarization of membrane potential between spikes is −60.24 mV, which is well above 

that neuron's resting potential of −62.43 mV. When a stellate cell's membrane potential is 

shifted closer to threshold via depolarizing ramps, a cell could integrate inhibitory inputs 

that cause rebound spikes. As we have shown in our model, this rebound spiking mechanism 

can account for phase precession and can therefore support temporal codes similar to 

oscillatory interference models. However, as shown in Figs. 7 and 8, the simulations of 

rebound spiking used here require neurons to go below their resting potential to generate 

rebound spikes, in contrast to our experimental data and the previous data showing that 
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membrane potential does not always return to rest during field crossings (Domnisoru et al., 

2013). This might reflect the fact that the simplified Izhikevich neurons used here do not 

have different compartments for different portions of the neuron. In multi-compartment 

models (Ferrante, Shay, Tsuno, Chapman, & Hasselmo, 2014), hyperpolarizing inputs can 

activate h-current in dendritic compartments of the neuron without causing a substantial 

hyperpolarizing deflection below resting potential in the membrane potential recorded at the 

soma. Future in vivo work will be crucial to identifying what cell type(s) contribute to ramp 

depolarizations as well as to whether or not interneurons can cause rebound spiking in mEC 

stellate cells.

Recent in vivo optogenetic experiments (Buetfering et al., 2014) explored the role of 

recurrent inhibition in generation of grid cells, showing that PV cells fire across a wide 

range of spatial locations, and a single interneuron can interact with grid cells coding very 

different spatial locations. This is consistent with our simulations (Fig. 8) in which single 

interneurons fire at a wide range of different spatial locations and provide input to grid cells 

coding multiple different spatial locations. They also showed that grid cells did not change 

during stimulation of interneurons at specific temporal phase relative to theta rhythm 

oscillation. Our experimental and computational results suggest that despite the variable 

incoming phase of the inhibitory synaptic inputs, only a subset of these inputs would cause 

spiking in grid cells, and the restricted spatial location of stellate spikes would be preserved. 

This might prevent an effect of optogenetic stimulation of interneurons on location coding 

by grid cells. Furthermore, the pairing of inhibition with an excitatory drive would be more 

effective in generating rebound spikes. Therefore when inhibitory inputs coincide with ramp 

depolarizations rebound spiking could contribute to grid cell spiking activity. However 

without this depolarization, i.e. at locations out of a grid cell's firing field, inhibitory inputs 

would be less likely to occur. This might also contribute to the lack of effect of theta phase 

specific activation of inhibitory interneurons.

Stark et al. (2013) have demonstrated that optogenetic chirp (0–40 Hz) activation of PV 

interneurons causes rebound spiking at theta-band frequencies in CA1 and neocortical 

pyramidal cells. Similar to the shifts in output spiking phase observed in our rebound 

spiking data, the frequency of theta-band spiking resonance was modulated by the 

magnitude of inhibition and was dependent on the h-current. It is an open question whether 

stellate cells would display similar spiking resonance properties. However, it seems possible 

as stellate cells possess even stronger Ih and subthreshold resonance properties compared to 

CA1 and neocortical pyramidal cells (Alonso & Llinás, 1989; Erchova et al., 2004). These 

data offer an alternative function for PV driven rebound spikes, where instead of the delay 

of a single rebound spike determining spatial firing, the frequency of rebound spiking could 

determine grid cell activity. Future investigations of spiking resonance and rebound spiking 

properties in mEC of navigating animals could help answer these questions.

4.8. Concluding remarks

In conclusion, our experimental and modeling results suggest that the ability of mEC stellate 

cells to fire rebound spikes in response to a particular range of inhibitory input phases could 

underlie an ability to perform temporal pattern separation. The rebound spiking provides a 
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dynamical mechanism in which feedback inhibition at specific phases results in self-

sustained activity with complex attractor dynamics. The phase specificity of rebound spiking 

allows temporal pattern separation to reduce the rebound spiking of neurons with a different 

phase of medial septal input. The phase specificity also allows pattern completion to cause 

rebound spiking in previously inactive neurons with the correct phase of medial septal input. 

This rebound spiking mechanism for temporal pattern separation may also allow separation 

of grid cells into different module populations with different size and spacing of firing 

fields. The size and spacing of grid fields is determined by the resonance frequency that 

determines the delay of rebound spiking of the stellate cell relative to the period of medial 

septal GABA input to the stellate cell. Because of this, both the resonance properties and the 

frequency of medial septal GABAergic input will determine the size of different firing 

fields, whereas the spatial phase of the firing field is dictated by the temporal phase of the 

medial septal GABA input onto that stellate cell.
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Fig. 1. 
Intrinsic electrophysiological properties of stellate cells and loss of these properties with the 

h-current blocker ZD7288. (a) Photomicrographs display a representative cell's anatomical 

location within the slice (left) as well as the typical stellate cell morphology (right). All data 

shown in b–d were recorded from this cell. (b1) This panel shows representative examples 

of electrophysiological properties of stellate cells including sMPOs (left) and spike 

clustering behavior (marked by asterisks on right). (b2) Bath application of ZD7288 

consistently causes a gradual hyperpolarization in membrane potential (note holding 

potential is at 0 pA; #, spontaneous spike truncated). (b3) In ZD7288, spiking behavior 

shows cyclical transitions of low frequency spiking and inactivity after drug wash. The inset 

in b3 shows that sMPOs are lost compared to inset in b1. (c) Voltage sag and rebound 

spiking are abolished by drug wash (compare black and gray responses). (d) Following drug 

application, resonant frequency changes, in this particular cell, from 7.97 Hz (d1, black) to 

0.53 Hz (d2, gray).
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Fig. 2. 
Stellate cells display rebound spiking in response to a limited range of phases of 

hyperpolarizing input pulses and with a limited range of output spiking phases. (a) An 

example stellate cell response (top, black) to the standard input (bottom, gray) is shown at 

three time scales (a1, a2 and a3) to demonstrate rebound spiking behavior. (b) Rose plots 

correspond to the data in a2 and show the phases, relative to the baseline oscillation, of 

hyperpolarizing input pulses that induce spiking (b1) and the phases of output spiking (b2). 

The black line in each rose plot is the MRA, and the length of the line is indicative of the 

MRL of the phase distribution. Uppercase letters in b1 and b2 correspond to those in a2 and 

show what phase bin each hyperpolarizing input pulse (A–D) or output spike (E and F) falls 

into for each corresponding rose plot. (c) Rose plots show the same input and output phase 

analyses as in b1–b2 but correspond to all data collected in response to the standard input for 

this representative cell.
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Fig. 3. 
Hyperpolarizing and depolarizing input pulses have differential preferred input phases that 

induce spiking. (a) Control current inputs used are shown in the first column. These include 

(a1) standard, (a2) normalized, (a3) random, (a4) sparse, and (a5) depolarizing current 

inputs, respectively. (b–d) Rose plots show phase histograms for hyperpolarizing (a1–a4) or 

depolarizing (a5) input pulses that induce subsequent spiking (b1–b5) and for the phase of 

output spiking (c1–c5) for the entire population (n = 72) of cells. Rose plots correspond to a 

given input with matching numerical labels in each row. (d and e) Bar graphs show input (d) 
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and output (e) MRLs do not differ between hyperpolarizing inputs, but are significantly 

larger than the response to depolarizing inputs in terms of both input and output MRLs 

(paired t-test, *p < 0.05; ***p < 0.001). (f and g) Bar graphs show input MRAs (f) do not 

differ between different patterns of hyperpolarizing input pulses, but are significantly larger 

than depolarizing inputs (paired t-test, ***p < 0.001), while all output MRAs are similar (g). 

Abbreviations in d–g are as follow: Stand = standard input, Norm = normalized input, Rand 

= random input, Spar = Sparse input, and Depol = depolarizing input.
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Fig. 4. 
Preferred hyperpolarizing input and spiking phases correlate with increased relative input 

frequency. (a–e) Rose plots display data from cells with a depolarized resonant frequency of 

5 Hz (a–c, light gray) and 3 Hz (d, e, dark gray). Hyperpolarizing input pulse phase (a1, b1, 

c1, d1, e1) and output spiking phase (a2, b2, c2, d2, e2) analyses from standard inputs of 7 

Hz (a1–a3), 5 Hz (b1–b3, d1–d3), and 3 Hz (c1–c3, e1–e3) are shown in each row. Note that 

cells behave similarly at their depolarized resonant frequencies (compare b1–b3 with e1–e3, 

respectively), as well as at +2 Hz from their depolarized resonant frequency (compare a1–a3 

with d1–d3, respectively). (f and g) Summary bar graphs compare input MRA (f) and output 

MRA (g) for populations of cells with 3 Hz (black) and 5 Hz (gray) resonant frequencies. (f) 

There were no significant differences between the two populations of cells at all tested input 
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frequencies. However within each population, significant decreases (parametric Watson 

Williams test, *p < 0.05; **p < 0.01) in input MRA occurred between 3 Hz and 7 Hz as well 

as 5 Hz and 7 Hz input oscillations. (g) At 3 and 5 Hz baseline oscillation frequencies the 3 

Hz resonant frequency cell population had significantly higher output MRA (parametric 

Watson Williams test, ***p < 0.001), indicating a later average spiking phase, compared to 

the 5 Hz cell population. However, At 7 Hz there was no significant difference in output 

MRA. Within population analyses show significant increases in output MRA as oscillation 

frequency was increased for the 3 Hz (parametric Watson Williams test, 3 Hz vs. 5 Hz and 5 

Hz vs. 7 Hz, ***p < 0.001) and the 5 Hz population (parametric Watson Williams test, 3 Hz 

vs. 5 Hz, *p < 0.05; 3 Hz vs. 7 Hz and 5 Hz vs. 7 Hz, ***p < 0.001). (h and i) Population 

data of MRLs of hyperpolarizing inputs and outputs. There are significant increases in MRL 

of spike inducing inputs (h) between inputs at a cell's resonant frequency and at +2 Hz the 

resonant frequency (paired, ***p < 0.001), as well as −2 Hz the resonant frequency (paired 

t-test, **p < 0.01). (i) The mean resultant length of output spiking displays an inverse trend 

with frequency but fails to reach statistical significance. (j and k) Population MRAs of 

hyperpolarizing inputs causing spikes and output spiking as a function of relative input 

frequency. As the input frequency was increased beyond a cell's resonance frequency 

significantly earlier input phases were preferred (j, parametric Watson Williams test, *p < 

0.05) and cells spiked at significantly later phases (k, parametric Watson Williams test, ***p 

< 0.001).
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Fig. 5. 
Decreasing magnitude of inhibitory synaptic input correlates with later spiking output phase. 

(a) Standard input currents are shown with decreases in the magnitude of hyperpolarizing 

synaptic input pulses from full magnitude (a1), to half magnitude (a2), quarter magnitude 

(a3), and eighth magnitude (a4). (b and c) Rose plots show population (n = 15 cells) phase 

histograms for hyperpolarizing input pulses that induce spiking (b1–b4) and for output 

spiking phase (c1–c4). Rose plots correspond to a given magnitude input with matching 

numerical labels in each row. (d and e) Population bar graphs show that as the magnitude of 

hyperpolarizing input decreases there is a small but significant decrease in input MRA 

between 1/8 and 1/2 as well as 1/8 and full magnitude inputs (d, parametric Watson 

Williams test, *p < 0.05), while the output (spiking) MRA is significantly larger (later 

phase) for 1/8 and 1/4, than for 1/2 and full magnitudes (e, parametric Watson Williams test, 

**p < 0.01).
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Fig. 6. 
Ih is necessary for phase specificity of hyperpolarization induced rebound spiking. (a–c) 

Rose plots for standard inputs in stellate cells (n = 6) before (a) and after (b) application of 

ZD7288 as well as in non-stellate cells (n = 7, c). Rose plots display phase histograms for 

hyperpolarizing input pulses that induce spiking (a1, b1, c1) and for output spiking phase 

(a2, b2, c2). (d) Summary bar graph demonstrates that following h-current blockade, stellate 

cells lose the phase specificity for hyperpolarizing input, as indicated by a significant 

decrease in hyperpolarizing input MRL (paired t-test, **p < 0.01). Furthermore, this 

significant lack of input specificity is also present in non-stellate cells compared to baseline 

stellate cells (paired t-test, *p < 0.05). (e) Summary bar graph demonstrates that blocking the 

h-current in stellate cells decreases the specificity of output spiking phase, shown by a 

decrease in the MRL of output spiking phase, but this does not reach statistical significance. 

However compared to stellate cells, non-stellate cells display a significantly smaller MRL 

(paired t-test, **p < 0.01), and therefore, less phase specificity of output spiking.
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Fig. 7. 
Izhikevich neurons possess similar intrinsic and rebound spiking properties as stellate cells. 

(a and b) In response to a chirp function stimulus (a1, b1) a low frequency Izhikevich neuron 

displays a lower depolarized resonance frequency (a2, 4.425 Hz) and a lower resonance 

frequency near its resting membrane potential (a3, 4.852 Hz) compared to a high frequency 

Izhikevich neuron (b2, 5.249 Hz; b3, 6.897 Hz). Differential frequency preferences were 

achieved by tuning the a parameter in Eq. (6) (low frequency cell, a = 0.007; high frequency 

cell, a = 0.015). (c) In response to hyperpolarizing square current steps, Izhikevich neurons 

display a prominent sag potential and upon release of the current step, fire rebound spikes (# 

denotes truncated spikes, data shown from low frequency cell in a). (d) When the low (d1) 

and high (d2) frequency Izhikevich neurons receive hyperpolarizing synaptic input pulses 

superimposed on a sinusoid, the cells spike to a subset of phases of hyperpolarizing input 

pulses. (e and f) Rose plots show the phases of hyperpolarizing input pulses inducing spikes 

for the low (e1) and high (e2) frequency Izhikevich neuron, as well as each cell's respective 

phase range of output spiking (f1, f2). (g and h) Summary bar graphs show how increasing 

the baseline oscillation frequency (g) and the magnitude of hyperpolarizing inputs (h) affect 

the input MRA (g1, h1) and output MRA (g2, h2) of the low frequency cell.
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Fig. 8. 
A model with stellate cells, possessing resonance and rebound spiking properties, embedded 

in an inhibitory network creates theta skipping and grid cell firing patterns on a linear track. 

(a) Our model uses stellate cells (v) that receive oscillatory input regulated by the medial 

septum (MS) and feedback inhibition from interneurons (i). (b) Inhibition causes rebound 

spiking (A) in a stellate cell (vT11) on the first cycle of theta cycle skipping that activates an 

interneuron (B) which inhibits (C) another stellate cell (vT21) causing a rebound spike (D) 

that activates another interneuron that activates the first stellate cell (vT11). This process is 

repeated, resulting in cyclical activity of stellate cells on alternating cycles. (c) In this model, 

stellate cells receive oscillatory input with different phases regulated by the medial septum 

and receive feedback inhibition from two interneurons. Each cell's membrane potential is 

shown with a thick line, and if rebound spiking (e.g. vT11) is faster than the period of 

oscillatory input, then feedback inhibition (iT21) slowly shifts spiking to cells with earlier 

phases (e.g. vT22). (d and f) Looking at a portion of a single cell's activity in relation to its 

oscillatory input (d) shows that spiking shifts to earlier phases over time. This theta phase 

precession is depicted quantitatively in (e). Plotting spiking in relation to the animal's 
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location as it runs the linear track shows periodic spatial firing resembling grid cell activity 

(f).
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