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Practice makes perfect in memory recall

Sandro Romani,1,4 Mikhail Katkov,2,4 and Misha Tsodyks2,3

1Janelia Research Campus, Howard Hughes Medical Institute, Ashburn, Virginia 20147, USA; 2Department of Neurobiology,

Weizmann Institute of Science, Rehovot 76100, Israel; 3Department of Neuroscience, Columbia University, New York,

New York 10032, USA

A large variability in performance is observed when participants recall briefly presented lists of words. The sources of such

variability are not known. Our analysis of a large data set of free recall revealed a small fraction of participants that reached

an extremely high performance, including many trials with the recall of complete lists. Moreover, some of them developed a

number of consistent input-position-dependent recall strategies, in particular recalling words consecutively (“chaining”) or

in groups of consecutively presented words (“chunking”). The time course of acquisition and particular choice of positional

grouping were variable among participants. Our results show that acquiring positional strategies plays a crucial role in im-

provement of recall performance.

[Supplemental material is available for this article.]

In the classical free recall paradigm, participants are asked to re-
peat a list of randomly assembled words in an arbitrary order. It
was found that the recall is not always perfect even for the shortest
lists, and for longer lists the fraction of recalled words is steadily
decreasing (Roberts 1972; Standing 1973; Murray et al. 1976,
Ward et al. 2010). The variability of recall performance across par-
ticipants is very large (Healey et al. 2014), but its origins, and the
potential contribution of practice, are not clear (Dallet 1963).
Most studies of recall capacity present the data averaged across
many participants. Uncovering the origins of recall variability is
of great interest for general understanding of human memory.
In particular, variability could reflect inherent differences in ge-
neric memory abilities, an ability to improve with practice (“learn-
ing to learn” Keppel et al. 1968), and/or application of different
strategies of recall (Healey et al. 2014). In (Romani et al. 2013)
we proposed that recall could be limited by random overlaps be-
tween long-term distributed neuronal representations of words.
In Katkov et al. (2015), we showed that this model is broadly com-
patible with the large data set of immediate free recall collected in
the laboratory of M. Kahana (UPenn, Miller et al. 2012). A closer
inspection of the data revealed however that a small fraction of
participants exhibited a performance well above what could be ex-
pected from the model with random encodings. We thus set out to
consider individual differences in recall, with a particular focus on
participants exhibiting very good performance. One hundred sev-
enty participants were instructed to recall multiple lists of 16
words randomly assembled for each trial that were not repeated
over the course of the experiment. Each participant performed
112 recall trials, divided into seven daily sessions.

As reported in previous studies, the variability in perfor-
mance across participants is very large; we also found that this
variability is steadily increasing from session to session
(Supplemental Fig. 1). Surprisingly, some of the participants recall
all presented words (“perfect trials”, PT) in a relatively large num-
ber of trials. Overall, the fraction of PTs was 3%, but the distribu-
tion across participants was highly nonuniform, ranging from 0
(for 80 participants) to 42 PTs out of 112 (Fig. 1A). Comparing
this distribution to the one obtained by randomly shuffling the

number of words recalled in each trial between the participants,
we selected the group of 19 participants who each achieved
more than 10 PTs, i.e., 0.08% of shuffled control (“perfect partic-
ipants”). These participants are the main focus of our study.

In Figure 1 (B–D, upper panels) we present recall trials of
three selected participants from this group. All recalled words
are shown from bottom to top in the order of their recall (output
position), in color that corresponds to their serial position in the
presented list (input position, from blue to yellow). The first par-
ticipant (Fig. 1B) consistently exhibited a “chunking” strategy,
characterized by a tendency to recall the words in four sets of
four consequently presented words. Indeed, as seen in the middle
panel of Figure 1B (color code here indicates the chunk number
from 1 to 4), this participant almost invariably completed the re-
call of a chunk before recalling words from a different chunk. Note
that the order of chunks, as well as the order of words within a
chunk exhibits a high degree of variability; however, the recall al-
ways begins with the last chunk (yellow stripes at Fig. 1B, middle
panel). The second participant (Fig. 1C) initially exhibited a ran-
dom order of recalled words except for a pronounced recency ef-
fect (first words recalled were the ones presented at the end of
the list; see yellow stripes near the first output position). This par-
ticipant then gradually developed a new recall strategy character-
ized by a tendency to divide the words in five sets according to
their position in the presented list (33334 chunking; chunk 1:
words 1–3, chunk 2: words 4–6, chunk 3: words 7–9, chunk 4:
words 10–12, chunk 5: words 13–16). The recall performance of
this participant increased as he adopted this strategy (average
number of words recalled increased from 10.6 on trials 1–58 to
13.3 on trials 59–112; P , 1029, two-sample t-test). Finally, the
third participant (Fig. 1D) exhibited a similar initial behavior as
the second one, but at the 41st trial he abruptly switched to “for-
ward chaining”, i.e., tendency to recall words consecutively in the
order in which they are presented (blue to yellow: extreme version
of temporal contiguity, see Howard and Kahana 1999). The
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change in recall order structure is accompanied by a sudden in-
crease in performance (height of each column; average number
of words recalled increased from 11.8 on trials 1–40 to 13.3 on tri-
als 41–112; P , 10221, two-sample t-test). Since the presented lists

were not repeating across trials, this re-
markable change in recall pattern reflects
a genuine acquisition of a new strategy
rather than learning of a particular list.

Figure 1 illustrates the role of posi-
tional grouping and learning in recall
performance. We thus set out to charac-
terize the ordering of recalled words ex-
hibited by different participants. Since
the recall performance of some partici-
pants was highly nonstationary (e.g.,
Fig. 1C,D), we aimed to specify ordering
strategies on a trial-by-trial basis, as op-
posed to averaging over all trials of a par-
ticular participant (cf. Sederberg et al.
2010; Healey et al. 2014). The number
of possible groupings of a list of 16 words
is very large. To simplify the analysis, we
first selected three strategies illustrated in
Figure 1, as we found that they play a
dominant role in the recall of perfect par-
ticipants (see Supplemental Information
section Variety of Strategies). To quantify
the extent of strategy applications for a
given trial, we developed a single-trial
measure that specifies the probability
that a certain strategy is applied, based
on the maximum-likelihood principle
(pf, p4, p34 for forward chaining, 4444,
and 33334 chunking, correspondingly;
see Supplemental Methods). The largest
of these probabilities, pmax, reflects the
extent of positional grouping for a given
trial. To illustrate this analysis, we show
the probabilities for the three strategies
for the participants whose recall is re-
ported in Figure 1B–D (see lower panels).
For the first two participants, only one
of the probabilities was high when
they used the corresponding chunking
strategies. When the third participant
switched to forward chaining, all three
probabilities increased. This is because
trials where the words are recalled in
the correct order can also be divided in
sets of consequently presented words.

We used the probability measures
to quantitatively analyze how strong-
ly participants applied different recall
strategies.

Across all participants, the correla-
tion between the average pmax value ex-
hibited by a given participant and the
number of perfect trials that he achieved
is significant (correlation coefficient
0.69). We compared the extent of posi-
tional strategy applied by perfect partici-
pants versus the rest, by computing the
average pmax values for all the trials of
the corresponding groups characterized
by the specific number of words recalled
(WRs) (Since pmax tends to increase for

trials with large number of words recalled, we present the results
separately for all the trials with a given WR. We exclude trials
with WR , 6 because for these trials recency effect artificially
boosts the values of pmax). Perfect participants exhibited stronger

Figure 1. Variability of performance and positional recall strategies (A) Number of perfect trials across
participants. Red, perfect participants; blue, nonperfect participants; green, bootstrap distribution. (B)
All 112 trials of a selected participant. (Upper panel) recalled words are shown from bottom to top in the
order of their recall, and their color corresponds to their input order in the presented list, from blue to
yellow. The number of words recalled at each trial is given by the number of colored squares in the cor-
responding vertical column. Black vertical lines denote the end of each daily session. (Middle panel)
same data but colors represent the chunk number of a word according to its position on the presented
list, for 4444 grouping (chunks 1–4: words 1–4, 5–8, 9–12, 13–16, correspondingly). (Lower panel)
probability measures for three strategies, computed for each trial of this participant using maximum
likelihood. The rows denoted by pf, p4, p34 correspond to forward, 4444, and 33334 chunking strategy,
respectively (see text and Materials and Methods). (C) Same as B for another participant, (chunks 1–5:
words 1–3, 4–6, 7–9, 10–12, 13–16, correspondingly). (D) Another participant, who abruptly devel-
ops a forward chaining strategy after the 41st trial.
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positional grouping than the rest of the participants for all WRs
(Fig. 2A). Focusing specifically on PTs, the histogram of pmax is
characterized by a large peak at pmax ¼ 1 (44% of the trials), i.e.,
in almost half of the perfect trials of these participants the order
of recall was fully compatible with one of the three positional
strategies (Fig. 2B).

The above analysis of positional recall strategies was entirely
based on the order in which presented words were recalled. To in-
dependently confirm different recall strategies, we considered the
time it takes to recall a new word for progressive output positions.
In previous studies, it was shown that chunking in serial recall is
reflected in the timing of recall (Kahana and Jacobs 2000;
Maybery et al. 2002). When only selecting the trials with strong
chunking (pmax ¼ 1), we observed pronounced peaks in the time
it takes to recall a word following a transition from one chunk
to another (Fig. 2D, middle and right columns; upper row: average
over all corresponding trials, lower row: individual trials for per-
fect participants). For trials assigned to the 4444 strategy, peaks
are observed at the output positions 5, 9, and 13, i.e., when partic-
ipants begin to recall new chunks. For the 33334 strategy, the first
peak is at the fifth output position, because most of the time par-
ticipants begin the recall with the last chunk of size 4 (see Fig. 1C).
A surprising result seen in Figure 2D is that recall progresses with
approximately constant speed, except for transitions between the

chunks (this is especially true for perfect participants—see red
curves in Fig. 2D). This result is in stark contrast to a pronounced
overall slow-down of recall obtained when taking into account all
the trials—the average recall time increases by a factor of six to-
ward the last output position (see Fig. 2C; Murdock and Okada
1970; Katkov et al. 2015). We conclude that positional strategies
strongly influence the temporal progression of recall; in particu-
lar, transitions within a chunk are much faster than between
chunks and do not become slower for subsequent chunks.

As seen in Figure 1, the performance of some participants im-
proved over the course of the experiment, both in terms of the
number of words recalled and the number of perfect trials. We
thus computed the recall performance in subsequent trials, aver-
aged over all participants (Fig. 3A). Averaged over each daily ses-
sion, the data show a gradual and very modest (one word)
improvement in performance until saturating after the fourth ses-
sion, similar to a typical pattern observed in other types of learn-
ing, such as e.g., perceptual learning (Lu et al. 2011). Within
sessions, there is an interesting repeating pattern that begins
with a brief increase of performance in the first trial compared
with the previous day. This effect is similar to the increase in per-
formance after the night break that was reported in perceptual
learning (Karni and Sagi 1993). The secondary peak toward
the end of each session corresponds to a short break that partici-

pants took after the 12th trial. Perfect
participants showed a much stronger im-
provement with practice (reaching three
words; Fig. 3B), compared with others.
Moreover, perfect participants were im-
proving their performance for the whole
duration of the experiment.

The strongest practice effects were
observed in the number of perfect trials.
The overall fraction of PTs was steadily
increasing from 1% over the first two ses-
sions to 6% toward the end of the exper-
iment (Fig. 3C). For the group of perfect
participants, the fraction of PTs rose dra-
matically to 30%. Finally, we considered
the evolution of strategy applications
over subsequent trials. At each trial we
computed the average value of pmax

over participants that recalled a specific
number of words (WR). We then average
the obtained values over all WRs. The
corresponding graphs show an increase
of strategy application for both perfect
and nonperfect participants, which is
more pronounced for the former group
(red vs. blue curves in Fig. 3D, upper pan-
el). Mean pmax for perfect participants
increased from 0.45 to 0.62 between
first and last two sessions, respectively
(P , 10219, two-sample t-test). The aver-
age difference in pmax between perfect
participants and the rest increased
from 0.06 to 0.18 for early and late trials
(P , 1029, two-sample t-test). Analysis of
individual strategies (lower panels of Fig.
3D), reveals the emergence of chunking
dominating the positional strategies to-
ward the end of the experiment (last
two rows in each of the lower panels;
see also the number of trials with
pmax ¼ 1 assigned to different strategies,
Fig. 2D). We thus conclude that with

Figure 2. Perfect trials and perfect participants. (A) Average pmax values for trials with different
numbers of words recalled. Red, perfect participants; blue, nonperfect participants. Error bars: SEM.
(B) Histogram of pmax over the perfect trials, for perfect participants (red) and the rest (blue). (C)
Average recall times for subsequently recalled words across all trials. (D) (Top row) Average recall
times for subsequently recalled words for specific strategy, separately for perfect participants and the
rest (only trials with pmax ¼ 1 are used, strategy indicated in the title; see Materials and Methods).
Red: perfect participants, blue: the rest. The numbers in the legends show the number of trials used
to compute average recall times. (Bottom row) color-coded recall times in the individual trials for
perfect participants (trials are sorted according the number of recalled words).
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practice recall becomes progressively more structured in terms of
one of the positional strategies.

In our analysis we only considered three types of strategies
that were dominating for perfect participants (see Supplemental
Information). We found however that a limited number of recall
trials is more consistent with other types of chunking. These strat-
egies were not consistently used by any of the perfect participants
and adding them to our analysis did not change our conclusions
(see Supplemental Information). It is possible that in a bigger data

set, participants who use one of these
other strategies could also be found.
Interestingly, no strategies with chunks
longer than 5 words were observed in
the data. It appears that chunk sizes are
limited by short-term memory capacity
that is involved in chunking (Graesser
and Mandler 1978; Cowan 2001).

The results presented in this study
reveal diverse dynamics of recall with
randomly assembled lists of words.
Overall, practice results in performance
improvement, expressed both in the in-
crease in the number of words recalled
and in the number of perfect trials. The
average degree of improvement was
very modest compared with more robust
“learning to learn” effects in other exper-
imental paradigms where participants
had multiple exposures to the same lists
(Dallet 1963; Keppel et al. 1968). Some
of the participants however achieved
very high performance, reaching a com-
plete recall of many presented list
(“Perfect Participants”). Compared with
the rest, perfect participants exhibited
stronger positional recall strategies. In
particular, forward chaining and chunk-
ing emerged as the most significant strat-
egies associated with successful recall
performance, with chunking dominat-
ing the trials where a strong degree of po-
sitional strategy was observed (Fig. 2D).
Moreover, successful application of such
strategies resulted in a dramatic speed-
up of the recall process. A recent study
identified temporal contiguity (closely
related to chaining) as an important
grouping strategy that is correlated with
recall performance (Healey et al. 2014).
We show in Supplemental Information
that chunking in our data is not a
byproduct of contiguity.

Chunking in memory recall was
previously observed only when experi-
menters introduced pauses in the
list (Shuell 1969; Reitman and Rueter
1980; Maybery et al. 2002; Farrel and
Lewandowsky 2008) or when the same
list was repeatedly presented for recall
(Tulving 1962; Rosner 1971; Sternberg
and Tulving 1977; Kahana and Jacobs
2000). The current study is the first one
where chunking was shown to emerge
for single presentations of lists of words
and without any instructions. Such
“spontaneous” chunking could arise

from online segmentation of incoming stream of inputs into con-
secutive groups, or “events” (Kurby and Zacks 2008). Recall would
then reflect this segmentation by associating each word with the
representation of the corresponding event (Farrell 2012) or by
simply creating temporal associations between different words
within a chunk.

Our results indicate that practicing free recall of randomly
assembled lists cannot substantially improve the performance
for most people, possibly due to hard limitations arising from
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Figure 3. Practice-induced improvement in recall performance. (A) Number of words recalled over
subsequent trials, averaged over all participants. Vertical grid lines demark daily sessions consisting of
16 trials each. Black horizontal lines: average performance in the daily sessions. (B) Day to day improve-
ment in performance for perfect (red) and remaining (blue) participants. (C) Fraction of perfect trials for
perfect (red) and remaining participants (blue). (a,c), stars: daily performances differing significantly
from that of the last day—two-sample (composed of individual trials) t-test. (D) (Upper panel)
average pmax values over consecutive trials (see text and Materials and Methods for details). Red:
perfect participants, blue: rest of participants. (Middle and lower panels): average probability measures
for different strategies over consecutive trials (see Materials and Methods) for perfect (middle) and the
rest of participants (lower panel).
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overlapping distributed encoding of words in long-term memory
(Romani et al. 2013; Katkov et al. 2015). Participants who acquire
chunking could recall words in a chunk in rapid succession, thus
increasing the performance and making the report faster.
Interestingly, the recall speed observed within a chunk is similar
to the recall speed of the first few words in trials without chunking
(see Fig. 2C,D). Previous studies interpreted this faster retrieval as
an indication that the corresponding words are held in short-term
memory (see e.g., Raaijmakers and Shiffrin 1981). We hypothesize
that words in a chunk are simultaneously retrieved in short-term
memory. Hence, chunking suggests a way to build a hierarchical
representation where words representation is replaced by chunk
representation at the next level of hierarchy. We speculate that
similar processes could be critical in other memory-related tasks
where fast and/or composite processing is crucial, as e.g., lan-
guage production (Doughty and Long 2008; Kormos 2014).

Our study raises a host of issues that are not addressed by the
current models of memory recall (Kahana 2012), in particular how
some of the participants progressively learn to more robustly im-
plement a positional strategy, and why different strategies are se-
lected. Since chunking is a crucial process involved in many
different types of memory-related cognitive activity (see e.g.,
Kurby and Zacks 2008), a better understanding of the mechanisms
by which participants acquire chunking could have wide implica-
tions beyond the free recall paradigm. Interesting further research
questions would be for how long acquired recall strategies are
kept by participants and whether their acquisition improves
other memory-related cognitive processing, such as e.g., language
comprehension.
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