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Abstract

The redundancy of the genetic code implies that most amino acids are encoded by multiple 

synonymous codons. In all domains of life, a biased frequency of synonymous codons is observed 

at the genome level, in functionally related genes (e.g., in operons), and within single genes. Other 

codon bias variants include biased codon pairs and codon co-occurrence. Although translation 

initiation is the key step in protein synthesis, it is generally accepted that codon bias contributes to 

translation efficiency by tuning the elongation rate of the process. Moreover, codon bias plays an 

important role in controlling a multitude of cellular processes, ranging from differential protein 

production to protein folding. Here we review currently known types of codon bias and how they 

may influence translation. We discuss how understanding the principles of codon bias and 

translation can contribute to improved protein production and developments in synthetic biology.

The central dogma of molecular biology concerns the general principle of protein 

expression: DNA is transcribed to mRNA, which is translated to protein. The key molecules 

of translation are the set of tRNAs, each providing a direct, specific link between a triplet of 

nucleotides and the corresponding amino acid. Ribosomes are the engines of translation that 

accommodate the tRNAs and mRNA (Figure 1). Deciphering the genetic code revealed that 

61 codons (triplets) encode the standard 20 amino acids, whereas the remaining 3 are 

translation stop signals. The genetic code is nearly universal, meaning that almost all 

organisms use exactly the same codons for a specific amino acid. Because 18 of 20 amino 

acids are encoded by multiple synonymous codons, the genetic code is called “degenerate.”

Because synonymous mutations do not affect the identity of the encoded amino acid, they 

were originally thought to have no consequences for protein function or organismal fitness 

and were therefore regarded as “silent mutations.” However, comparative sequence analysis 

revealed a non-random distribution of synonymous codons in genes of different organisms. 

Each organism seems to prefer a different set of codons over others; this phenomenon is 

called codon bias (Sharp and Li, 1986).
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Several important variations of codon bias have recently been discovered, such as the 

existence of a ramp of rare, slowly translated codons at the 5′ end of protein-coding 

sequences (Tuller et al., 2010) and the co-occurrence of certain codons (Cannarozzi et al., 

2010). Apart from directly affecting general protein expression levels, it has been 

established that codon bias also influences protein folding (Pechmann and Frydman, 2013) 

and differential regulation of protein expression (Gingold et al., 2014). In addition to in 

silico analyses of codon bias, the development of ribosome density profiling has allowed 

experimental monitoring of the translation elongation rate at single-codon resolution 

(Ingolia, 2014). Partly on the basis of ribosome profiling data, some studies have shown that 

codon bias plays an important role in translation efficiency. Alternatively, however, it is 

concluded that translation efficiency relies on other features of the coding sequence, such as 

mRNA secondary structure (Kudla et al., 2009) and the presence of Shine-Dalgarno-like 

sequences (Li et al., 2012).

Here we provide a comprehensive overview of distinct variations of codon bias. We discuss 

how codon bias can tune expression at multiple levels: genome, operon, and gene. 

Furthermore, we discuss how rules for codon bias may be further elucidated and applied to 

improve engineering projects, ranging from the biotechnological production of single 

proteins to more complex synthetic biology endeavors.

General Codon Bias Variants

By the end of the 1970s, the development of DNA sequencing had enabled comparisons of 

the rapidly growing number of gene sequences. Striking differences were observed in the 

preference of distinct organisms to use certain synonymous codons over others (Grantham et 

al., 1980). It did not take long to discover that codon usage also differs among genes within 

one genome (Ikemura, 1985). Soon after, metrics for the frequency of optimal codons were 

proposed, such as the commonly used codon adaptation index (CAI) (Sharp and Li, 1987). 

The CAI for a certain organism is based on the codon usage frequency in a reference set of 

highly expressed genes, such as the ones encoding ribosomal proteins. The CAI for a 

specific gene can be determined by comparing its codon usage frequency with this reference 

set.

Wobbling and tRNA Modifications

Analysis of the tRNA content of organisms in all domains of life showed that they never 

contain a full set of tRNAs with anticodons complementary to the 61 different codons; for 

example, 39 tRNAs with distinct anticodons are present in the bacterium Escherichia coli, 

35 in the archaeon Sulfolobus solfataricus, and 45 in the eukaryote Homo sapiens (Table 1). 

In some Mycoplasma species and related species, the smallest sets are found, consisting of 

only 28 tRNAs with distinct anticodons (Grosjean et al., 2010). Translation of multiple 

synonymous codons by a single tRNA has been demonstrated to occur by wobble base-

pairing: standard Watson-Crick base-pairing (A-U, G-C) is required at the first and second 

positions of a codon, and “wobbling” (e.g., G-U) is allowed at the third position of a codon 

(corresponding to the 5′ position of the anticodon, i.e., position 34 of a tRNA) (Crick, 1966; 

Söll et al., 1966). However, the affinity by which synonymous codons are recognized via 

wobble base-pairing is not similar. For instance, tRNAs with G in the 5′ position of the 
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anticodon have a higher binding affinity for C-ending codons than for U-ending codons 

(Crick, 1966; Söll et al., 1966).

The influence of wobble base-pairing on decoding rates of codons by the ribosome is still 

unresolved and complex to analyze. The translation kinetics of different codon-anticodon 

pairs are complex, as the following processes can play a role: (1) the diffusion kinetics of the 

matching tRNA, (2) the relative codon-binding affinity of matching tRNAs over 

mismatching tRNAs (Gromadski et al., 2006), and (3) the translocation kinetics of mRNA 

and tRNA through the ribosome, which are affected by anticodon-codon interactions (Khade 

and Joseph, 2011). Recently conflicting results were published that reported either slower 

(Stadler and Fire, 2011) or faster (Gardin et al., 2014) decoding of wobbling codons. This 

process deserves a more detailed analysis of both data sets and methods and should also take 

into account the effect of tRNA modifications on wobble base-pairing.

Modified nucleotides present in tRNAs further extend the range of recognized synonymous 

codons by affecting the ability of these tRNAs to form wobble base pairs (Agris et al., 

2007). Some specific, key tRNA modifications are present in only some domains of life 

(Grosjean et al., 2010). First, a key tRNA modification, present in eukaryotes and to some 

extent in bacteria, is the modification of adenine-34 to inosine-34, which allows non-

Watson-Crick pairing with adenine, cytosine, and uridine. Second, exclusively in bacteria, 

the key tRNA modifications of uridine-34 to hydroxy-uridine and derivatives are found, 

allowing wobble pairing with adenine, guanosine, and uridine. These key tRNA 

modifications explain many differences in the tRNA sets that are present in archaea, 

bacteria, and eukaryotes (Table 1) (Novoa et al., 2012).

Correlation of Codon Bias with tRNA Pools

After the discovery of codon bias, a positive correlation was found between the frequency of 

codons and the concentration of tRNAs with complementary anticodons (Figure 2A) 

(Ikemura, 1985). This fact was established for several prokaryotes and unicellular 

eukaryotes (Kanaya et al., 1999). However, this correlation initially could not be identified 

for several, mostly multicellular eukaryotes.

To better analyze the relation between codon frequency bias and tRNA abundance in 

multicellular organisms, the tRNA adaptation index (tAI) was developed (dos Reis et al., 

2004). This metric is based on the copy number of tRNA genes, assumed to be correlated 

with tRNA abundance in cells, and also takes into account the efficiency of codon-anticodon 

binding, related to Crick's wobble rules (Crick, 1966). On the basis of computational 

analyses, it was concluded that organisms with larger genomes have higher tRNA gene 

redundancy, which would decrease selection for specific codons (dos Reis et al., 2004). This 

explained why in multicellular organisms with larger genomes, no positive correlation 

between codon usage and tRNA abundance could be identified in many studies. However, 

most studies at that time estimated tRNA abundance on the basis of tRNA gene copy 

numbers.

Correlations based on tRNA copy numbers do not take into account that pools of distinct 

tRNAs and aminoacyl-tRNA species are dynamic and can vary considerably in different 
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conditions. For example, it was demonstrated by microarray analysis that tRNA expression 

abundance in humans varies widely among different tissues. This abundance could be 

statistically correlated to codon usage of highly expressed genes specific for those tissues 

(Dittmar et al., 2006). Furthermore, in bacteria, it was found that the charging levels of 

different tRNAs recognizing synonymous codons vary drastically in response to amino acid 

starvation; that is, although the pool of some synonymous tRNAs remains completely 

charged, the charged fraction of others can decline to zero (Dittmar et al., 2005; Elf et al., 

2003).

So far, codon frequencies were correlated mostly with the total supply of tRNAs. However, 

when a more frequently used codon is recognized by a more abundant tRNA species, this 

codon will also compete for this tRNA with more codons. To take this into account, the 

normalized translation efficiency (nTE) metric was introduced, correcting for supply as well 

as demand rates of tRNAs (Pechmann and Frydman, 2013). The nTE considers codons to be 

more optimal if their relative tRNA abundance on the basis of gene copy number (supply) 

exceeds their relative cognate codon usage (demand) on the basis of codon frequencies in 

mRNA. Although the tAI and nTE already give good indications of the availability of 

tRNAs for the translation of synonymous codons, this approximation could still be 

improved. The actual important value is the level of mature aminoacyl-tRNAs ready for 

amino acid delivery in the translation process. However, because the levels of tRNA 

expression and charging can undergo major fluctuations on the basis of cellular condition, it 

is not straightforward to take these values into account. In addition, it was demonstrated that 

codon frequency bias can be better correlated with tRNA gene frequencies in all domains of 

life, if two major, domain-specific tRNA modification types are taken into account (Novoa 

et al., 2012).

To summarize, highly expressed proteins are generally encoded by genes that contain 

relatively high proportions of co-dons recognized by abundant, charged tRNAs with 

kinetically efficient codon-anticodon base-pairing. This explains to a large extent the 

observed codon frequency bias in many genes and genomes. In addition to codon frequency 

bias, two other general types of codon bias have been identified in recent years: codon pair 

bias and codon co-occurrence bias; these will be discussed hereafter.

Synonymous Codon Co-occurrence Bias

Recently it was shown that not only the overall frequency of synonymous codons but also 

the order in which they reside in a gene are biased. While studying all coding sequences of 

Saccharomyces cerevisiae, a bias was revealed of clustered synonymous codons, called 

codon co-occurrence bias. Instead of a random distribution of synonymous codons on a 

coding sequence, there is a bias to cluster those synonymous codons that are recognized by 

the same tRNA (i.e., identical codons and isoaccepting codons) (Cannarozzi et al., 2010) 

(Figure 2B). The effect of co-occurrence bias involves both frequent and rare codons and is 

most prominent in highly expressed genes that must be rapidly induced, such as those 

involved in stress response (Cannarozzi et al., 2010).

It has been suggested that tRNAs remain in proximity to the translating ribosome after their 

exit from the E site and that they are subsequently recharged by the corresponding amino-
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acyl-tRNA synthetases that somehow co-localize with the ribosome (Cannarozzi et al., 

2010; Godinic-Mikulcic et al., 2014). At the next occurrence of the same or isoaccepting 

codon, the charged tRNA would be readily available for translation; this would have a 

positive effect on translation efficiency (Cannarozzi et al., 2010).

Co-occurrence bias has been demonstrated in eukaryotes, bacteria, and archaea (Cannarozzi 

et al., 2010; Shao et al., 2012; Zhang et al., 2013). However, co-occurrence of identical 

codons is strongly biased in all domains of life, whereas co-occurrence of non-identical 

isoaccepting codons is less prominent in prokaryotes than in eukaryotes (Shao et al., 2012; 

Zhang et al., 2013). The fact that co-occurrence of non-identical isoaccepting occurs more in 

eukaryotes most likely correlates with differences in affinity of codon-anticodon pairs 

between eukaryotes and prokaryotes (Shao et al., 2012). Domain-specific key modifications 

of tRNA result in differences in affinities of wobble base-pairing for certain synonymous 

codons. It has been hypothesized that only non-identical codon pairs that are recognized by a 

tRNA with similarly high affinity may result in co-occurrence bias (Shao et al., 2012). The 

described findings demonstrate that the use of identical and some isoaccepting codons in 

close proximity are generally advantageous for the translation process.

Non-synonymous Codon Pair Bias

In addition to codon frequency and co-occurrence, also the context in which a codon resides 

is under selective constraint. Nucleotides neighboring a particular codon are distributed in a 

non-random manner (Buchan et al., 2006; Gutman and Hatfield, 1989). This phenomenon is 

called codon pair bias (Figure 2C). For example, there are eight possible codon pairs to 

encode the adjacent amino acids alanine and glutamate. On the basis of codon frequencies, 

one would expect these amino acids to be encoded equally by GCC-GAA and GCA-GAG 

codon pairs. However, in humans, the GCC-GAA pair is heavily underrepresented 

compared with the expected frequency, even though it contains GCC, the most prevalent 

codon for alanine (Coleman et al., 2008). Some codon pairs are universally avoided or 

preferred; for example, nnUAnn codon pairs are usually underrepresented, whereas nnGCnn 

codon pairs are most preferred (Tats et al., 2008).

Although the exact mechanism by which codon pair bias might enhance translation 

efficiency is currently not well understood, it is assumed that tRNAs in the A and P sites of 

the ribosome can interact and as such influence the efficiency of the translation process 

(Figure 2C) (Buchan et al., 2006). Several viral genomes also contain codon pair bias, which 

generally matches that of their host. Modification of this codon pair usage in virulence-

related genes of viruses and has been presented as an elegant strategy to produce vaccines 

with attenuated viruses (Coleman et al., 2008). However, it was recently suggested that this 

attenuation may be caused by an increased CpG and UpA dinucleo-tide bias rather than by a 

changed codon pair bias, because these dinucleotides are generally used at a low frequency 

in RNA and small DNA viruses infecting mammals and plants (Tulloch et al., 2014).

Is Translation Efficiency Correlated with Codon Bias?

The efficiency of translation, and the resulting protein production, is determined by both 

translation initiation and elongation rates. While the translation initiation rate controls how 
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often a transcript is translated, the translation elongation rate controls the speed of this 

translation process.

Influence of the Coding Sequence on Translation Initiation

To initiate translation, ribosomes need to be sequestered on the mRNA, and the start codon 

must be recognized. This initiation process is facilitated by regulatory sequences. In 

prokaryotes, the binding strength between the Shine-Dalgarno sequence upstream of the 

coding sequence in the mRNA and the anti-Shine-Dalgarno sequence in the 16S rRNA 

regulate the efficiency of translation initiation. In eukaryotes, the Kozak sequence around 

the start codon is involved in interaction with the pre-initiation complex for translation 

(Tuller and Zur, 2015). Hence, the strength of mRNA folding around the regulatory 

initiation sequences and start codon can influence translation initiation efficiency; these 5′ 

mRNA secondary structures are also partially influenced by the 5′ end of the coding 

sequence. By analyzing libraries of synonymous variants of reporter genes in E. coli and S. 

cerevisiae, it was concluded that most of the observed variation in protein expression can be 

explained by differences in mRNA folding in the 5′ end of the mRNA (Bentele et al., 2013; 

Goodman et al., 2013; Kudla et al., 2009). However, there is a lively debate on these results, 

as it has been argued that the effect of mRNA secondary structures is overestimated because 

the aforementioned studies relied mainly on synthetic reporter gene variants with unusually 

strong mRNA secondary structures (Supek and Šmuc, 2010; Tuller and Zur, 2015).

Is the Translation Elongation Rate Controlled by Codon Bias?

Generally it is assumed that translation efficiency is determined mostly by translation 

initiation. However, at least to some extent, the translation elongation rate also appears to 

contribute to translation efficiency. A recent report showed that at a high translation 

initiation rate, a high translation elongation rate is required for optimal expression. Low 

expression, on the other hand, can be caused independently either by a low initiation rate or 

by low translation rates (Chu et al., 2014). Regarding translation elongation rates, it was 

assumed that more frequently used codons, recognized by abundant tRNAs, result in faster 

translation elongation and higher translation efficiency (Berg and Kurland, 1997). This 

assumption was confirmed by the observation that optimizing the overall codon sequence to 

more frequent codons does, at least in some cases, result in increased heterologous gene 

expression (Gustafsson et al., 2004).

Ribosome density profiling now allows genome-wide analysis of ribosome distribution 

down to a single-codon resolution (Figure 3) (Ingolia, 2014; Ingolia et al., 2009). Ribosome 

density profiles are very well suitable for obtaining snapshots of genome-wide gene 

translation (translatome); hereby translation rate profiles within single genes can be obtained 

and potentially be correlated with codon usage (Figure 3A). Ribosome density profiles were 

also used to estimate intergenic translation efficiency differences (Quax et al., 2013). 

However, ribosome densities can be used to compare the translation efficiency of genes only 

if the translation elongation rates for those genes are similar (Figure 3B) (Ingolia, 2014; 

Quax et al., 2013).
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Many studies of ribosome profiling data have found that no correlations can be detected 

between high translation elongation rates and frequently used codons (Ingolia, 2014). On the 

other hand, correlations were found between strong mRNA secondary structures and a local 

speed reduction of translating ribosomes in yeast (Pop et al., 2014; Shah et al., 2013). 

Furthermore, ribosomes were found to slow down at sequences encoding specific amino 

acid sequences, such as consecutive proline residues (Woolstenhulme et al., 2013) or 

positively charged amino acids (Charneski and Hurst, 2013). In bacteria, ribosome profiling 

experiments identified ribosomal pausing at Shine-Dalgarno-like sequences (Li et al., 2012). 

These studies found no correlation between the codon usage frequency and ribosome speed. 

Some studies in eukaryotes reported that more frequent codons are translated at the same 

rate as rare codons (Pop et al., 2014; Qian et al., 2012). These studies suggest that codon 

bias is adapted to tRNA pools as a strategy to balance tRNA supply and demand and hence 

to achieve optimal translation. In contrast, two recent studies concluded that rare codons 

with less abundant cognate tRNAs are decoded slower, thus resulting in decreased 

translation elongation rates (Dana and Tuller, 2014; Gardin et al., 2014). To reach these 

conclusions, these studies applied novel statistical methods for analyzing ribosome profiling 

data, to remove bias caused either by highly expressed genes (Gardin et al., 2014) or by 

extreme ribosome pause events that are unrelated to codon frequency (Dana and Tuller, 

2014). The latter studies also optimized and compared different experimental protocols for 

ribosome profiling. Only for the mouse ribosome profiling data, analyzed using the novel 

statistical method, still no correlation between codon decoding time and tRNA gene copy 

numbers (tAI) could be found (Dana and Tuller, 2014). However, this may be related to 

differential tRNA expression and/or charging levels in different tissues in multicellular 

organisms such as mice. By applying the novel statistical methods, no correlation between 

codon decoding times and charged tRNAs could be seen (Dana and Tuller, 2014), yet 

aminoacyl-tRNA synthetase levels were used as an estimator for charged tRNAs, which is 

not a proven method to determine aminoacyl-tRNA pools.

In summary, the translation elongation rate is tuned by the interplay of multiple features of 

the coding sequences, including frequent and rare codon usage with their related tRNA 

pools, but also mRNA secondary structures and Shine-Dalgarno-like sequences.

Intragenic Codon Landscapes and Expression

In addition to codon frequency bias on genome level, local codon bias within genes is 

observed. Many genes have locally biased distributions of rare and frequent codons, which 

results in a gene “codon landscape.” As a consequence of this codon landscape, variable 

translation rates may occur along a gene's mRNA. Variable local translation rates can 

regulate the even distribution of translating ribosomes on the mRNA (Tuller et al., 2010), 

tune the protein co-translational folding process (Zhang et al., 2009), and facilitate protein 

translocation across membranes (Pechmann et al., 2014). Different types of intragenic codon 

landscapes that contribute to the modulation of elongation speed are discussed here.

Rare Codon Ramps to Reduce Ribosome Jamming

Analysis of the distribution of frequent and rare codons within genes revealed a common 

pattern predominantly in highly expressed prokaryotic and eukaryotic genes: a ramp 
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sequence immediately downstream of the start codon consisting of 30–50 relatively rare 

codons (Tuller et al., 2010) (Figure 4A). The translation rate of this codon ramp was 

predicted to be relatively slow, after which it would increase to reach a plateau during 

elongation of the remaining part of the gene. Experimental confirmation of the slower 

translation of the ramp came from inspection of ribosome density profiles of yeast, which 

revealed a higher ribosome density for the 50 5′ end codons of genes (Tuller et al., 2010). 

The only exception is the codon following the start codon; it is usually translated with high 

efficiency, possibly to support fast release of the initiator tRNAMet (Tuller et al., 2010). The 

presence of the ramp is thought to increase the overall efficiency of protein synthesis. The 

relatively slow start of the elongation process appears to evenly space the ribosomes in order 

to reduce ribosome traffic jams during further elongation of highly expressed proteins with 

accordingly high ribosome densities on the mRNA (Tuller et al., 2010).

An alternative explanation is that the apparent ramp of rare codons is a side effect of 

selection for reduced mRNA secondary structures at the 5′ end of coding sequences 

(Goodman et al., 2013; Shah et al., 2013). Some studies could not confirm slower translation 

elongation at the coding region's 5′ end; these investigators claimed that this earlier observed 

phenomenon was an artifact either of the ribosome profiling experiment (Ingolia et al., 

2011) or of the data analysis, because shorter genes have higher initiation rates (Shah et al., 

2013). However, different experimental protocols and data normalization for ribosome 

profiling did again confirm a slower translation elongation rate at the 5′ end of highly 

expressed genes (Tuller and Zur, 2015). To summarize, multiple features of the 5′ terminus 

of coding sequences play different roles in translation, which complicates efforts to separate 

the individual effects of each of these features on translation efficiency (Tuller and Zur, 

2015).

Codon Landscapes for Protein Translation across the Membrane

Recently, rare codon clusters were identified in genes for membrane and secretory proteins; 

in yeast, these clusters occur 35–40 codons downstream of the binding sites for the signal 

recognition particle (SRP) (Pechmann et al., 2014). The SRP recognizes secretory signal 

sequences or transmembrane protein segments as they emerge from the ribosomal exit 

tunnel. The 35- to 40-codon distance between these rare codon clusters and the SRP-binding 

sequence spans the length of the ribosomal exit tunnel. After SRP binding to the emerging 

peptide chain, the nascent chain ribosome complex is transferred to the membrane 

translocation machinery for co-translational transport of the protein across the membrane. 

The local translation slowdown by the rare codon clusters would provide additional time for 

the SRP to associate with the nascent chain ribosome complex and hence could facilitate the 

subsequent membrane translocation (Pechmann et al., 2014). Translation slowdown at these 

sites in yeast was confirmed by analyzing ribosome profiling data for transmembrane and 

secretory proteins (Pechmann et al., 2014).

Furthermore, ribosomes in E. coli were recently found to slow down during membrane 

protein targeting. This slowdown of the translation elongation was probably caused not by 

rare codons but by Shine-Dalgarno-like sequences approximately 35 codons downstream of 

the transmembrane helices (Fluman et al., 2014). Apart from rare codons, slower translation 
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elongation at the 5′ end of coding sequences of membranes proteins may also be caused by a 

bias for positively charged amino acids found at the cytoplasmic N terminus of membrane 

proteins (Charneski and Hurst, 2014).

Codon Landscapes and Co-translational Protein Folding

Clusters of rare codons within the codon landscape may modulate the translational rate to 

coordinate protein translation rate with co-translational protein folding (Purvis et al., 1987). 

A correlation between certain protein structures and rare or frequent codons has been 

demonstrated experimentally for some proteins (Spencer et al., 2012; Zhang et al., 2009) and 

supported computationally for larger sets of proteins (Pechmann and Frydman, 2013; 

Saunders and Deane, 2010). Using the nTE metric, it was concluded that frequent codons 

are depleted in regions that encode coils in protein structures. This may relate to the fact that 

coils contain loops that have keys roles in co-translational folding. For α helices, enrichment 

of both rare and frequent codon clusters is observed. At the start of α helices, a specific 

codon usage pattern is observed: rare codons before the helix and at positions 1 and 4 and 

frequent codons occur at positions 2 and 3; this may reflect the complex co-translational 

folding of α helices, which already occurs within the ribosomal exit tunnel. β sheets are 

encoded mainly by regions enriched in frequent codons (Pechmann and Frydman, 2013). 

The observed trends strongly suggest a correlation of codon bias with co-translational 

folding; however, complete understanding of the rules requires further analysis. In addition, 

it should be noted that certain structurally and/or functionally important regions (e.g., 

catalytic residues) may also be encoded by frequent codons not because of folding kinetics 

but because these frequent codons may enhance translational accuracy of these important 

amino acids (Drummond and Wilke, 2008). It was experimentally demonstrated that 

substitution of rare codons by synonymous frequent codons can cause improper folding that 

results in either degradation or aggregation (inclusion bodies) (Spencer et al., 2012; Zhang et 

al., 2009), most likely because of a distorted balance of the protein folding process. In 

addition, synonymous mutations may also result in more subtle changes, probably by 

slightly affecting the folding process and resulting in minor changes in the protein structure 

or in post-translational modifications. Consequently, these “silent” mutations may result in 

subtle but significant changes in protein functionality (Kimchi-Sarfaty et al., 2007; Zhou et 

al., 2013).

Intergenic Codon Bias and Differential Expression

Differences in codon bias occur not only between regions within individual genes 

(intragenic, as discussed in the previous section) but also between sets of genes, either 

clustered in operons or scattered in a genome (Figures 4B and 4C). The latter intergenic 

codon bias may facilitate differential expression of sets of genes. In this section, we discuss 

some types of intergenic codon bias and related differential gene expression.

Starvation Conditions and Codon Bias

The large number of rare codons in particular gene clusters that encode amino acid 

biosynthetic pathways appears counterintuitive. However, this observation makes perfect 

sense when the relative levels of aminoacyl-tRNA under starvation conditions are 
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considered. These rare codons present in amino acid biosynthesis genes are recognized by 

tRNAs that remain relatively highly charged during starvation (Dittmar et al., 2005). 

Furthermore, during starvation, lowly charged tRNAs have a role in the “transcriptional 

attenuation control” mechanism, found in bacterial amino acid biosynthesis operons (Elf and 

Ehrenberg, 2005). This control mechanism relies on the competition between ribosomes 

translating at the leader cistron of an mRNA and the RNA polymerase transcribing the 

cistrons downstream on the polycistronic mRNA. In the leader cistron of the mRNA, codons 

recognized by tRNAs with low charging levels during starvation are present, which during 

starvation results in ribosome stalling during translation of the leader. This stalling affects 

the secondary structure of a downstream sequence in the mRNA and as such relieves 

transcription repression that results in further transcription of downstream cistrons encoding 

the biosynthetic pathway enzymes (Elf and Ehrenberg, 2005).

Cell-Cycle, Differentiation, and Stress Regulation by Codon Usage

Variations in tRNA expression during different states of a cell may enable differential 

expression of sets of genes with codons adapted to different tRNA pools. For example, 

concentrations of tRNAs and aminoacyl-tRNA synthetases have been demonstrated to 

oscillate during the human cell cycle (Frenkel-Morgenstern et al., 2012). As a consequence, 

gene sets that are expressed at different phases of the cell cycle have different codon usage 

(Frenkel-Morgenstern et al., 2012). This provides a codon bias strategy that supports cell-

cycle regulation. In humans and other vertebrates, tRNA concentrations differ in 

proliferating and differentiating cell types (Gingold et al., 2014). Genes specific for 

proliferation and differentiation processes have a corresponding codon bias; this implies that 

the two distinct translational programs that operate during proliferation and differentiation 

are regulated by codon bias. The cyanobacterium Synechococcus elongatus uses codons to 

adjust its protein production to fluctuating environmental conditions. The genes encoding 

the circadian clock-associated oscillator proteins contain rare codons leading to low 

expression at low temperatures. This causes the desired suppression of circadian regulation 

at low temperatures (Xu et al., 2013).

Altered tRNA modification patterns present another strategy to adapt gene expression of 

large sets of genes to different conditions. RNA modifications can alter the codon-anticodon 

binding affinity of tRNA molecules. Translation of certain codons can be favored in this 

way, resulting in enhanced expression of gene sets that contain elevated frequencies of these 

codons. Environmental factors have been reported to cause changes in RNA modifications. 

For example, in yeast, stress induced by DNA-damaging compounds (Begley et al., 2007) or 

oxidative stress (Chan et al., 2012) upregulates specific tRNA-modifying enzymes. 

Interestingly, in the genes required for coping with these stress factors, the codons 

recognized by these modified tRNAs are overrepresented (Begley et al., 2007; Chan et al., 

2012). Thus, fluctuations of the (aminoacyl-)tRNA pools and tRNA modifications play a 

role in regulating expression of genes with adapted codon usage.

Differential Expression within Operons

As outlined in the previous sections, functionally related genes generally have a similar 

codon bias that allows their co-regulation under specific conditions. However, significant 
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differences in the degree of codon bias of related genes have been described as well. Even 

within prokaryotic operons, codon bias of individual genes may differ considerably. Within 

the ATP-synthase operon, genes encoding the highly abundant ATPase subunits were 

observed to be enriched in codons recognized by abundant tRNAs (Gouy and Gautier, 

1982). In a recent comparative genomics analysis, the correlation between subunit 

stoichiometry and codon bias was demonstrated in many different operons in bacteria and 

archaea. These operons were selected because they encode protein complexes with 

established uneven subunit stoichiometry and included highly expressed complexes (e.g., 

ribosome, ATPase) as well as poorly expressed complexes (e.g., CRISPR-associated 

Cascade complex) (Quax et al., 2013) (Figure 4B). Translation of several polycistronic 

messengers encoding protein complexes with uneven stoichiometry were evaluated by 

ribosome density profiles (Li et al., 2012); this analysis revealed that the cistrons coding for 

the abundant subunits had correlating high ribosome densities (Quax et al., 2013). This 

indicates that translation initiation of these cistrons allows differential translation. In 

addition, a positive correlation was found between more highly expressed subunits and 

codon frequency bias and co-occurrence bias. This correlation strongly suggests a role of 

codon bias in tuning the elongation rate of highly expressed subunits. Differential translation 

is proposed as a universal control mode to tune differential production of operon-encoded 

protein complexes with uneven stoichiometry (Quax et al., 2013). In addition to the 

aforementioned protein complexes, differential translation is important for other groups of 

(operon-encoded) related proteins of which differential production is required, including 

control systems and metabolic pathways (Li et al., 2014).

Selection Pressure on Codon Usage

It is firmly established that codon usage is biased in the majority of living organisms. Two 

not mutually exclusive explanations on the evolution of this bias have been formulated: (1) 

non-randomness of mutation and (2) selection for codon bias (Hershberg and Petrov, 2008). 

Some nucleotides or codons may have higher mutation rates, resulting in lower frequencies 

of some codons and nucleotides. Some investigators have claimed that codon bias is related 

mainly to the non-random mutations caused by the global GC content of an organism, 

because this GC content seems determined for the complete genome, not only for the coding 

part of the genome (Chen et al., 2004; Knight et al., 2001). However, as previously 

discussed, different types of codon usage bias were observed to be related to translation 

efficiencies; therefore, this codon bias must be under selective pressure during evolution, 

and mutation rates alone cannot explain the various observations. Especially intragenic and 

intergenic codon bias cannot be explained by the mutational theory (Hershberg and Petrov, 

2008).

Certain codons may be selected to achieve efficient and/or accurate translation, and both 

may influence cellular fitness to a certain extent (Hershberg and Petrov, 2008). Higher 

translation accuracy may result from using codons that are recognized by abundant tRNAs. 

Improved translation accuracy will avoid wasting resources and energy caused by 

production of nonfunctional proteins. The “accuracy theory” is supported by the 

aforementioned detection of more stringent selection for codon bias at crucial positions in 

proteins, potentially to ensure high-fidelity translation of these structurally and/or 
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functionally important residues (Drummond and Wilke, 2008; Stoletzki and Eyre-Walker, 

2007; Zhou et al., 2009). In addition, stronger codon bias was found for longer genes, most 

likely because of relatively higher resource costs for mistranslation of larger proteins 

(Stoletzki and Eyre-Walker, 2007).

Selection pressure on translation efficiency can act locally, because codon usage landscapes 

can affect protein folding. In addition, there will be selection for local coding sequence 

features such as mRNA secondary structures, because these allow tuning of gene expression. 

Selection pressure may also act on codon usage at a global scale, because more optimal 

codons may give rise to higher global translation rates, thus keeping more ribosomes 

available and thereby increasing cellular fitness (Andersson and Kurland, 1990; Berg and 

Kurland, 1997). In the struggle of life that occurs in most natural ecosystems, the avail 

ability of limited resources will imply that the translation efficiency will impose a strong 

selective pressure on an optimal codon bias. This notion is supported by an enhanced 

frequency of optimal codons in highly expressed genes in rapidly growing organisms (Ran 

and Higgs, 2012). In summary, the different types of codon bias that have evolved in all 

domains of life reflect an optimized combination of frequent and rare codons, which will 

allow appropriate translation of a certain gene, in a certain organism, under certain 

conditions, and eventually in a certain tissue or organelle.

Applying Codon Bias as a Means to Improve Protein Production

Codon bias has been studied intensively during the past three decades, and some of the 

insights gained have been widely applied in biotechnology as a strategy to optimize gene 

expression for improving protein production rates and yields. The two major strategies are 

adjusting the expressed set of tRNAs and adjusting the codon usage of a gene of interest.

Expressing Additional tRNA Genes in the Production Host

Additional copies of tRNA genes are introduced to enhance tRNA levels, aiming for the 

heterologous expression of genes that contain many rare codons. At present, this strategy has 

been used mainly in bacterial production systems. Several commercial bacterial strains 

expressing extra tRNAs from a plasmid are available for this purpose (e.g., E. coli Rosetta 

[pRARE plasmid with genes of tRNAs that recognize the following codons: AGG, AGA, 

AUA, CUA, CCC, GGA], E. coli BL21-CodonPlus [pRIL plasmid with genes of tRNAs that 

recognize the following codons: AGG, AGA, AUA, CUA, CCC]) (Gustafsson et al., 2004) 

(Table 1). There are many examples demonstrating that this strategy was successful, or at 

least resulted in improved functional protein production. However, in many other cases, this 

approach did not enhance protein yields, for instance, when slow translation of stretches of 

rare codons in a gene was required for proper protein folding (Zhang et al., 2009). The main 

problem with this strategy is that the protein-specific codon landscape (frequent as well as 

rare codons) is not taken into account.

Designing Codon-Optimized Genes

The decreasing costs of de novo DNA synthesis have allowed the synthesis of codon-

optimized genes. The potential space for synonymous codon substitutions throughout a gene 
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is extremely large; for a protein of 300 amino acids, more than 10100 different coding 

sequence variants are possible (Welch et al., 2009a). Therefore, automated codon 

optimization algorithms have been developed to design coding sequences optimized for 

increased expression in certain hosts (Gould et al., 2014). Most DNA synthesis companies 

offer codon optimization services, primarily on the basis of confidential algorithms. Many of 

these algorithms optimize codon usage by maximizing a gene's CAI to match that of the 

expression host, along with optimizing for some sequence features. Sequence features 

regularly taken into account are GC content and avoidance of repeats and motifs such as 

ribonuclease (RNase) recognition sites, transcriptional terminator sites, Shine-Dalgarno-like 

sequences, and sequences that lead to strong mRNA secondary structures (Table 2) 

(Gustafsson et al., 2012). There are many reports of successful codon optimization of coding 

sequences, which can lead up to 1,000-fold increased gene expression by optimizing the 

coding sequence (Gustafsson et al., 2012). For expression of a large set of human genes in 

E. coli, such algorithms were reported to be more successful than expressing additional 

tRNAs (Maertens et al., 2010). However, for many genes, expression was not improved by 

such algorithms (Gustafsson et al., 2012; Maertens et al., 2010). Thus, the output of these 

algorithms is not a guarantee for success, for example because synonymous mutations might 

interfere with protein folding by altering the codon landscape.

Alternative approaches for synonymous codon design have also been reported. The “codon 

harmonization algorithm” adapts the codons in a way that the original codon landscape of 

the gene in the original host is maintained in the expression hosts (Angov et al., 2008). 

Hence, this algorithm retains a larger proportion of rare codons in comparison with other 

optimization algorithms. A successful application of this algorithm was the improved 

heterologous expression of a few proteins in E. coli (Angov et al., 2008; Spencer et al., 

2012). A more systematic experimental and statistical approach to optimize coding 

sequences for heterologous gene expression in E. coli identified several crucial amino acids 

and specific synonymous codons that are essential for high expression. These crucial codons 

generally were not the most frequently used codons in highly expressed genes in the host, 

but some crucial codons were related to cognate tRNAs that remain highly charged under 

starvation conditions (Welch et al., 2009b). Evaluating different codon optimization 

strategies to improve protein expression is not straightforward. First, generally only single 

case studies of optimizing coding sequences for different proteins have been reported and 

are thus difficult to evaluate (Welch et al., 2009a). Second, the many coding sequence 

features that influence expression (Table 2), and their uncertain hierarchy in different genes, 

in different hosts, and under different conditions, pose a major challenge.

Challenges Ahead

Unraveling Codon Bias and Other Factors Influencing Expression

A future challenge in studying the relation between coding sequences and protein production 

is to perform a thorough comparative analysis of all currently known, and yet to be 

discovered, features of coding sequences that influence the translation process. This may be 

achieved by further improvements and integration of experimental approaches and statistical 

analyses. Experimental RNA-sequencing data that determine mRNA and tRNA abundance, 
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ribosome density profiling, and proteomics should be integrally analyzed. To date, most 

coding sequence features affecting gene expression have been derived from natural 

expression data or overexpression of randomly generated libraries of reporter proteins. A 

systematic approach designing synthetic gene variants will be more efficient than generating 

and testing random gene variants (Gustafsson et al., 2012). The variant design should 

systematically vary coding sequence features that potentially affect expression and 

whenever possible minimize the co-variance between individual features. Such a systematic 

approach would allow us to reveal the effects of several coding sequence features with a 

relatively limited number of variants to be tested (Gustafsson et al., 2012).

Many studies that have addressed codon bias by analyzing libraries of synthetic reporter 

variants have resulted mainly in the identification of coding sequence features that affect 

translation initiation (Goodman et al., 2013; Kudla et al., 2009). To analyze the effect of 

codon bias on translation elongation, it would be better to use a recently developed series of 

synthetic translation initiation elements that result in constant translation initiation rates 

independent of the 5′ end of a coding sequence (Mutalik et al., 2013). To complement 

studies of overexpressed synonymous reporter variants, studies of synonymous codon 

variants of naturally expressed genes may reveal additional rules for translation efficiency. 

Chromosomal genes can be replaced by synthetic, strategically designed synonymous 

variants. Recently, a set of highly expressed chromosomal genes in E. coli has been replaced 

by codon-shuffled variants (Lajoie et al., 2013). However, this study was limited to only 

three variants of these genes, which does not yet allow for composing solid rules on how the 

coding sequence affects gene expression. Further probing the hierarchy of features hidden in 

the coding sequence that contribute to the efficiency of protein synthesis requires the 

analysis of many different genes from different domains of life, cell types, and conditions.

Further Improving Synthetic Gene Design

Natural selection formed optimal codon landscapes for different types of genes and 

organisms, and now the main challenge is to understand the rules on how to recreate these 

landscapes for high-level production in heterologous production systems. The codon 

optimization field is gradually moving away from the common concept that synthetic genes 

should contain as much as possible frequent codons in order to achieve high protein 

production. Many features are generally accepted to be important sequence for synthetic 

gene design (Table 2). To date, several of these features have hardly been used in synthetic 

gene design and deserve more attention in future attempts. For example, a better 

experimental analysis of aminoacyl-tRNA abundance under protein overproduction 

conditions should provide the basis for better codon optimizations ensuring a balanced 

aminoacyl-tRNA supply for production of the protein of interest. This also implies that more 

accurate metrics than CAI, for example the nTE, for predicting optimal codon bias should be 

considered.

Given our deeper understanding of how the codon landscape influences the efficiency of 

translation and protein folding, novel design rules for synthetic genes should be considered. 

Especially for high-level expression of secreted or membrane proteins, along with 

adjustment of the codon bias to the heterologous expression host, landscape features such as 
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clusters of rare codons or other coding sequence pause sites need to be incorporated in the 

gene design. Further refinements of the “codon harmonization” approach (Angov et al., 

2008) would be promising for this purpose.

Applying Codon Bias as a Tool in Synthetic Biology

Improved rational gene design underlies the attempts in synthetic biology to create synthetic 

gene circuits, biosynthetic pathways, or even new genomes. In the design of circuits or 

pathways, expression of functionally related genes is crucial. For designing synthetic 

operons to express these circuits or pathways, one can learn from recently elucidated roles of 

differential codon bias and other factors in differentially expressed cistrons in prokaryotic 

operons (Li et al., 2014; Quax et al., 2013).

Synthetic biology now enables engineering at genome level. Rare codons have been 

replaced by synonymous codons on a genome-wide scale, and removed rare codons could be 

reassigned to encode non-natural amino acids (Lajoie et al., 2013; Mukai et al., 2015; 

Rovner et al., 2015). Furthermore, the nucleotide alphabet of life has recently been expanded 

by introducing two synthetic nucleotides in E. coli (Malyshev et al., 2014). For a sweeping 

modification of the codon alphabet, a better understanding of codon bias will be 

advantageous. In addition, recent advances in DNA assembly have permitted the assembly 

and transplantation of complete synthetic genomes (Gibson, 2014). This technology 

practically enables the redesign of genomes from scratch. However, a more thorough 

understanding of codon bias is needed for rational design of an optimally functional 

synthetic genome with sensible choices of codon usage, related tRNA genes, and tRNA-

modifying enzymes.
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Figure 1. Translation in the Ribosome and tRNA Structure
Cartoon of the ribosome (green) during translation of a mRNA (blue) with a wobbling 

codon-anticodon base pair encoding a leucine amino acid. A site, aminoacyl-tRNA site; E 

site, exit site; P site, peptidyl-tRNA site.
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Figure 2. Different Types of Codon Bias
(A) Frequency bias will result in effective protein production when the frequency of used 

codons matches the cellular tRNA population.

(B) Co-occurrence bias enhances protein expression, presumably because of tRNA 

recharging in the vicinity of the translating ribosome.

(C) Pair bias is probably selected because of more optimal interactions of tRNAs in the A 

site and the P site.
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Figure 3. Ribosome Density Profiling to Measure Translation
(A) Single-gene translation profiles based on ribosome density analysis are used to 

characterize intragenic fluctuations in translation elongation rates (e.g., corresponding to 

ramps of rare codons or pause sites at Shine-Dalgarno motifs).

(B) Genome translation profiles based on ribosome density analysis provide insight in 

intergenic differences in translation efficiency (translatome) by normalizing gene specific 

ribosome densities to their mRNA abundance. Importantly, intergenic differences in 

translation efficiency can be identified only if similar translation elongation rates can be 

assumed (e.g., on the basis of a similar codon bias in the genes to compare).
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Figure 4. Codon Landscapes and Intergenic Codon Bias
(A) The intragenic codon landscape can modulate the translation elongation rate, 

contributing to appropriate co-translational folding of the protein's secondary structure 

elements and domains. The red arrow indicates a stretch of rare codons encoding the red 

colored residues in the protein structure. Apart from a ramp sequence at 5′ end of the coding 

sequence, a valley in the codon landscape occurs between the two domains. The picture 

represents the bovine β-B2 crystallin and is adapted from Komar (2009).

(B) Differential expression of genes residing in an operon is controlled by differential 

translation. This is accomplished mainly by enhanced initiation (as reflected by a higher 

ribosome density) and, to some extent, by adjusted elongation (as reflected by a more 

optimal codon bias). An example is shown of the operon encoding the CRISPR-associated 

Cascade complex from E. coli with uneven stoichiometry; cryo-electron microscopic 

structure is from Wiedenheft et al. (2011).

(C) The expression of sets of functionally related genes can be co-regulated on the basis of 

their codon bias. The available pools of aminoacyl-tRNAs can specifically change under 

certain conditions, which lead to improved translation of genes with adapted codon bias. As 

an example, genes encoding amino acid biosynthesis pathways are shown, which contain 

many rare codons translated by tRNAs that remain highly charged during amino acid 

starvation.
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Table 2

Coding Sequence Features Relevant for Synthetic Gene Design

Global Host and Condition-Related Codon Usage

codon usage frequency of highly expressed genes (CAI)

tRNA gene copy numbers (tAI)

balance tRNA supply/mRNA codon demand (nTE)
a

tRNA expression levels
a

charged tRNA levels
a

tRNA modification levels
a

synonymous codon co-occurrence bias
a

non-synonymous codon pair bias
a

Local Gene-Level Codon Usage Landscape

rare codon ramps at 5′ end of coding sequences
a

codon frequencies related to protein co-translational folding
a

codon frequencies related to protein translocation across a membrane
a

Features Not Directly Related to Codon Usage

GC content

mRNA folding at 5′ end of coding sequences

mRNA folding throughout coding sequence
a

Shine-Dalgarno-like sequences (prokaryotes)
a

transcriptional terminators

restriction sites

RNase E sites

hidden stop codons

sequence repeats

transcription factor recognition sequences

CpG and other dinucleotide bias (eukaryotes)

polyadenylation signals (eukaryotes)

cryptic splicing signals (eukaryotes)

Most coding sequence features listed are discussed in this review; some sequence features not directly related to codon usage are not discussed here 
but have been reviewed previously (Gould et al., 2014; Gustafsson et al., 2012).

a
Features that deserve more specific attention for synthetic gene design and/or better elucidation of their relevance for protein expression
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