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Abstract

The strategy underlying most computational models of word reading is to specify the organization 

of the reading system—its architecture and the processes and representations it employs—and to 

demonstrate that this organization would give rise to the behavior observed in word reading tasks. 

This approach fails to adequately address the variation in reading behavior observed across and 

within linguistic communities. Only computational models that incorporate learning can fully 

account for variation in organization. However, even extant learning models (e.g., the triangle 

model) must be extended if they are to fully account for variation in organization. The challenges 

associated with extending theories in this way are discussed.

One hallmark of the theoretical literature on skilled word reading is its emphasis on 

mechanism. Although some theoretical treatments have attempted to characterize word 

recognition in terms of broad theoretical principles (e.g. Frost, 1998) or in abstract rational 

terms (Norris, 2006), the more typical approach has been to characterize the organization of 

the reading system: the processes by which words are recognized, the representations over 

which these processes operate, and the computational architecture in which these processes 

occur. The most explicitly detailed theories of this sort are embodied in computational 

simulations (e.g., Coltheart et al., 2001; Grainger & Jacobs, 1996; McClelland & Rumelhart, 

1981). Computational modeling forces theorists to make explicit aspects of their theory that 

might otherwise remain implicit and has allowed modelers to investigate subtle aspects of 

the word recognition process that might have otherwise been ignored. Simulation methods 

are particularly valuable when the theory is of sufficient complexity to render intuitive 

judgments of the model's behavior untrustworthy. Moreover, computational modeling has 

directly stimulated a substantial body of empirical research (e.g., Andrews & Scarrett, 1996; 

Pritchard et al., 2012; Seidenberg et al. 1994; Treiman et al., 2003). Thus, the computational 

modeling approach has been an important development in the study of word reading.

That being said, many computational models are rooted in the same scientific strategy as the 

“box-and-arrow” models that preceded them (e.g., Morton, 1969). Elsewhere I have referred 

to this strategy as “reverse engineering” (Rueckl, 2012; also see, for example, Griffiths, 

Chater, Kemp, Perfors, & Tenenbaum, 2010). The application of this strategy begins with 

the identification of a circumscribed set of target phenomena. (In the case of word 
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recognition, these might include the effects of word frequency, letter transposition, and 

semantic priming on tasks such as lexical decision and naming.) A mechanistic account of 

these phenomena is derived; if it is a computational modeling account, the organization of 

the system (the hypothesized representations and processes) is described in sufficient detail 

so that the simulations of the model can be performed. The adequacy of the model is then 

demonstrated by showing that the hypothesized mechanism would generate the target 

phenonema. (In box-and-arrow models, this demonstration is in the form of a verbal 

explication; for computational models, it takes the form a comparison of simulation results 

and empirical data.)

For the most part, theories of this sort have been geared towards providing a model that is 

representative of a typical reader. To be sure, such models have occasionally been used to 

capture individual differences (e.g., Ziegler et al., 2008). In general, however, in the reverse-

engineering approach differences among skilled adult readers are typically ignored: 

Experimental data are usually characterized by a measure of central tendency, and 

variability around this measure is usually treated as observational noise. Moreover, because 

such theories provide a static snapshot of a reader's neurocognitive organization, they fail to 

provide a mechanistic account of the processes that give rise to differences among readers—

a question of particular relevance for those, for example, who seek to understand, diagnose, 

and treat reading disability.

The purpose of this article is to consider the implications of taking the explanation of 

variability in organization as the primary goal of a computational theory. In the next section, 

cross-language differences are discussed to motivate this goal and to highlight the central 

role of plasticity in such a theory. Following this is an explication of one particular 

computational word reading model that incorporates learning: the triangle model 

(Seidenberg & McClelland, 1989; Plaut, McClelland, Seidenberg, & Patterson, 1996; Harm 

& Seidenberg, 2004). This model provides an illustration of how a computational model can 

provide a mechanistic account of both the processes by which a word is read and the 

processes by which these processes change over the course of learning—a requisite property 

for any theory meant to explain variation in reading organization. Notably, however, the 

triangle model is similar to models rooted in the reverse-engineering approach in that it has 

largely been used to model the `typical' reader of a given population. (Important exceptions 

to this general claim are noted below). It is argued below that extending the triangle model 

to provide a general account of variation in reading organization requires the development of 

a broader theoretical framework. This broader framework is somewhat generic, and could 

likely accommodate alternatives to the triangle model (provided they incorporate a learning 

mechanism).

Organization as Explanadum

Theories rooted in the reverse-engineering approach take the organization of the reading 

system as a theoretical primitive. Questions about the processes by which that organization 

comes about are beyond the scope of such theories. For an illustration of the limitations of 

this approach, consider what cross-language research has revealed about the reading process.
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Much of this research has been driven by the observation that writing systems differ in the 

manner in which the phonological structure of the words of a language is represented by 

their written forms. Some writing systems (e.g., Spanish, Serbo-Croatian) are highly 

transparent in that there is a nearly one-to-one mapping between these two domains. (That 

is, each letter represents a particular phoneme, and each phoneme is written by a particular 

letter.) In contrast to these orthographically shallow writing systems, in orthographically 

deep systems the orthographic-phonological mapping is much more ambiguous. (Examples 

include Chinese, which has extensive homophony, and unpointed Hebrew, in which the 

written forms are missing most of the vowels.) English represents an intermediate case: a 

high degree of regularity, coupled with irregularities such as the pronunciation of the vowel 

in PINT and the final consonant in COMB.

An extensive body of research has demonstrated that reading behavior differs systematically 

as a consequence of the orthographic depth of the language being read (e.g. Frost et al., 

1987; Paulesu et al. 2010; Ziegler et al., 2010). This patterning of reading behavior has been 

attributed to differences in the relative contribution of two `pathways' used in the reading 

process. On one pathway, a word's lexical (or semantic) representation is directly retrieved 

based on information about the orthographic structure of the input; on the other pathway, 

access to this lexical/semantic representation is mediated by a phonological representation 

that is assembled based on sub-lexical spelling-to-sound knowledge. According to the 

orthographic depth hypothesis (Frost et al., 1987), readers of shallow orthographies tend to 

rely more on the phonological pathway. Put another way, for readers of shallow 

orthographies, the division of labor (Harm & Seidenberg, 2004) between the phonological 

and lexical/semantic pathways is tilted more towards phonology.

This account is appealing in that it grounds an account of cross-language differences in a 

dual-pathway framework that has been used to explain a variety of other reading 

phenomena, including the effects of lexicality, frequency, and orthographic-phonological 

regularity (Coltheart et al., 2001), the consequence of brain damage on reading (Coltheart, 

2006), and differences between typically developing and reading-disabled children (Ziegler 

et al., 2008), and indeed, computationally implemented variants of this framework have 

been used to model reading in several languages, including English (Coltheart et al., 2001) 

and German (Ziegler, Perry, & Coltheart, 2001).

On the other hand, the orthographic depth hypothesis is clearly an incomplete explanation. 

For one thing, the orthographic depth hypothesis is relatively vague about language-related 

differences in the organization of the reading system. It holds that properties of the writing 

system determine the relative strength of the phonological and lexical-semantic pathways, 

but like other box-and-arrow (verbal) accounts, it does not characterize the computational 

mechanisms determining the speed of these processes in any detail.

More importantly, as is typical of theories stemming from the reverse-engineering tradition, 

the orthographic depth hypothesis takes organization as a theoretical primitive and thus can 

do no more than stipulate how the organization of the reading system differs across 

populations. The orthographic depth hypothesis is almost surely correct in asserting that the 

nature of the writing system determines the relative importance of the phonological and 
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lexical-semantic pathways, but it is silent about questions of both theoretical and practical 

importance. For example, what is the process that aligns the organization of a child's reading 

system to the properties of the written language that child is exposed to? More broadly, why 

are some instructional methods more likely than others to engender an appropriate 

organization? Similarly, why do some children at risk for reading disability respond to a 

particular intervention while others do not?

To answer these questions, a theory must do more than explain how the organization of the 

reading system determines behavior; it must also explain how that organization comes about. 

Thus, organization has a dual role: It provides the explanation for certain phenomena, but it 

is also a phenomenon to be explained. In other words, organization is both explanation and 

explanandum.

Plasticity and Computational Models

As cross-language differences make clear, the organization of the reading system is at least 

in part experience-dependent. This implies that an explanation of variation in the 

organization of the reading system must incorporate a learning mechanism. Generally, 

because models of visual word recognition have typically been rooted in the reverse-

engineering approach, they have rarely confronted the question of learning. However, since 

the introduction of the triangle model (Seidenberg & McClelland, 1989), learning has begun 

to figure more prominently in models of reading, both in the further development of the 

triangle model (e.g., Harm & Seidenberg, 1999, 2004; Plaut et al. 1996) and in models 

grounded in other perspectives (e.g. the CDP++ model, Perry, Ziegler, Zorzi, 2007, 2010; 

Ziegler, Perry, & Zorzi, 2014).1

The triangle model is a theory of reading based on principles of the connectionist or PDP 

framework (Rumelhart et al., 1986, also see Elman et al., 1996). In this framework, 

cognitive systems are network composed of many simple, neuron-like processing units 

(nodes) that communicate by sending excitatory and inhibitory signals to one another. Each 

signal is weighted by the strength of the connection that it is sent across, and the state of 

each node (its activation) is a nonlinear function of the sum of these weighted signals. Like 

neural synapses, the connections in a network are plastic, and a learning algorithm is used to 

adjust their strengths (or weights) based on the interaction of the network and its task 

environment.

The triangle model assumes that the word reading system is a connectionist network 

specifically tasked with learning to read words. Seeing a word causes a flow of activation in 

this network; over time the network settles into a stable pattern of activation that serves as 

the representation of that word. The network is organized into distinct `layers' (sets of 

nodes) responsible for representing the various linguistic properties (orthographic, 

1It is convenient to treat learning models as categorically distinct from the static models developed within the reverse-engineering 
approach, but the contrast is subtler than this. All computational models stipulate some theoretical primitives; in the triangle model 
these usually include the architecture, the activation and learning functions, and the input (orthographic) and output (phonological and 
semantic) representations. However, models often differ in the number and complexity of these primitives, the degree to which the 
primitives are domain specific, and the considerations used to justify the selection of the primitives. One key difference between 
learning and non-learning reading models is that in the latter domain-specific knowledge is taken as a primitive.
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phonological, semantic) of the input. The connections among these layers are organized 

such that the triangle model is an instantiation of the dual-pathway framework, with distinct 

(but interacting) subnetworks mapping orthography to phonology and semantics. 

Computational implementations of the model have simulated a variety of aspects of reading. 

(See Plaut, 1999, Rueckl & Seidenberg, 2009, and Seidenberg, 2005, for reviews). One 

especially pertinent aspect of this work has been an increasingly deep understanding of how 

learning shapes the behavior of the reading network.

In the triangle model, each time a word is presented, the resulting pattern of activation is 

compared to a target pattern (a pattern representing the correct pronunciation and meaning 

of that word). A simple algorithm (backpropogation) determines how each connection 

weight will be changed given the difference between these patterns (Rumelhart et al. 1986). 

Because the changes to the weights are small (and must be, to avoid catastrophic 

interference, McClelland et al, 1995) the impact of any single learning event is also quite 

small. Nonetheless, because learning is incremental, over the course of many learning events 

the network becomes an increasingly skilled reader, and (all else being equal) the more 

frequently a word is encountered the better the network's performance on that word.

An important aspect of this learning mechanism is that learning generalizes. That is, even 

though the weight changes made on any particular learning event are specified so as to 

improve performance on subsequent encounters with that input, the fact that the network 

employs distributed representations means that these changes affect the response to other 

inputs as well. Whether the response to one word is affected by learning about another word 

depends on input similarity—how similarly the words are spelled. (The more similar, the 

greater the impact.) Whether performance on the transfer item is improved or harmed 

(whether transfer is seen as `generalization' or `interference') depends on output similarity—

whether the words are alike phonologically or semantically.

In the triangle model, this tendency for generalization results in the network becoming 

sensitive to statistical regularities in the mappings between orthography, phonology, and 

semantics. An extensive body of research (e.g., Seidenberg & McClelland, 1989; Plaut & 

Gonnerman, 2000) has illuminated how the behavior of a network (and, by theory, of a 

reader) is shaped by these regularities. Initial simulations focused on the phonological and 

lexical/semantic pathways separately, revealing how a network becomes attuned to the 

regularities of the mapping performed by that pathway. Subsequently, more of the focus has 

been on the cooperative interaction of these pathways in word reading (Harm & Seidenberg, 

2004; Welbourne, Woollams, Crisp, & Lambon Ralph, 2011). These investigations have 

revealed how the statistical properties of the orthographic-phonological and orthographic-

semantic mappings shape the division of labor between the pathways that perform these 

mappings.

A key fact about the structure of the orthographic-phonological and orthographic-semantic 

mappings in most writing systems is that the orthographic-phonological mapping is much 

more systematic. For example, in English, most words that look alike sound alike. Thus, the 

word body -ILL is consistently mapped to /il/ (e.g., PILL, MILL, HILL). Similarly, the word 

body –INT is usually pronounced /int/ (as in MINT), although there is an exception to this 
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regularity (PINT). In contrast, there are far fewer regularities in the mapping from 

orthography to semantics—words that look alike are generally unrelated in meaning (e.g., 

BAKE, TAKE, and LAKE). Morphological structure does impose a certain amount of 

regularity on this mapping. (E.g. BAKE, BAKER, and BAKERY are similar in form and 

meaning.) However, morphological structure creates islands of regularity in a sea of 

arbitrary correspondences, whereas in the mapping from orthography to phonology, 

irregular pronunciations form small islands in a sea of systematicity.2

Harm & Seidenberg (2004) developed a number of methods to investigate how these 

properties of the orthographic-phonological and orthographic-semantic mappings shape the 

division of labor between their corresponding pathways. For example, they examined the 

behavior of the network after removing the weights connecting the orthographic units to 

either the semantic or the phonological units after different amounts of training. Early in 

training, the division of labor was strongly tilted towards phonology: removing the 

orthographic-phonological weights greatly impaired the networks performance, whereas 

removing the orthographic-semantic connections was far less disruptive. This pattern is a 

direct consequence of the difference in systematicity between the orthographic-phonological 

and orthographic-semantic mappings. Systematic mappings are much easier for a network to 

learn. Hence, the systematic orthographic-phonological mapping was mastered first, and the 

phonological pathway dominated the behavior of the network. With additional experience, 

the network continued to acquire knowledge of the orthographic-semantic mapping, and by 

the end of training could either be read by either pathway or could only be read when both 

pathways were intact. Thus, after sufficient training there was a more `equitable' division of 

labor between the pathways.

These simulations suggest that the division of labor between phonology and semantics is a 

function of the disparity in the systematicity of the orthographic-phonological and 

orthographic-semantic mappings. This is, of course, consistent with the pattern of cross-

language differences cited above that gave rise to the orthographic depth hypothesis. In line 

with this account, Yang, Shu, McCandliss, and Zevin (2012) trained a variant of the triangle 

model on either Chinese or English. As expected, the division of labor within these networks 

differed with a stronger tilt towards semantics in the network trained on Chinese, a 

difference that Yang et al. attributed to differences in the statistical properties of the writing 

system. More recently, Lerner, Armstrong, & Frost, (2014) made a similar point by linking 

the statistical properties of writing systems to another cross-language difference—the impact 

of letter transpositions.

Towards a Theory of Variation in the Organization of the Word Reading 

System

The discussion thus far has focused on two key points. The first is that organization plays a 

dual role in theory: It provides an explanation for some aspects of behavior but is also, itself, 

2Just as the systematicity of the orthographic-phonological mapping varies across writing systems (as discussed in the previous 
section), so too does the systematicity of the orthographic-semantic mappings. See Plaut and Gonnerman (2000) for simulations 
exploring how this factor (termed morphological richness) influences a reading network's behavior.
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a phenomenon that must be explained. The second is that plasticity is critical for explaining 

how a cognitive organization comes about and, in particular, how experience shapes that 

organization. It is noteworthy that because experience shapes organization, and because 

individuals differ in both their experiences and in `constitutional' factors (e.g., system 

parameters that are set independently of reading experience), variation in organization is 

virtually inevitable. In the case of word reading, cross-language differences in organization 

illustrate this point. So, too, do changes in organization over the course of acquisition (e.g., 

Backman et al., 1984), differences associated with developmental dyslexia (e.g., Manis et 

al., 1996), and differences among individuals with a linguistic community (e.g., Yap et al., 

2012).

As discussed in the previous section, the triangle model provides an example of a 

computational theory in which plasticity gives rise to variation in organization. It is 

important to note, however, that the triangle model is not the only extant computational 

model to incorporate learning (Perry, Ziegler, Zorzi, 2007, 2010; Ziegler, Perry, & Zorzi, 

2014) and it seems likely that the number of such models will grow in the future3. It is also 

important to note that, like most other word reading models, the primary application of the 

triangle model has been (to a large extent) as a model of a typical reader (and for the most, a 

typical reader of English). That said, the triangle model has been used to address cross-

language differences (Yang et al, 2012) and variation in organization associated with both 

developmental (Harm & Seidenberg, 1999) and acquired dyslexia (Dilkina, McClelland, & 

Plaut, 2008; Wellbourne et al., 2012) as well as environmental differences (Harm et al., 

2003; Zevin & Seidenberg, 2006). Thus, although the triangle model is not a theory that 

takes as its primary goal the explanation of variation in the organization of the word reading 

system, these extensions provide some indication of what a theory of variation in 

organization might look like.

First, the theory should specify a set of control parameters that shape the organization (and 

hence the behavior) of the system.4 These parameters characterize the architecture of the 

network or act as constraints on the system's computational primitives. Different settings on 

the control parameters can give rise to different patterns of organization. For example, in an 

application of the triangle model to developmental dyslexia, Harm and Seidenberg (1999) 

demonstrated that both the kinds of reading deficits exhibited by a network as well as the 

severity of those deficits varied with the values of control parameters such as the amount of 

noise in the phonological system, the size of the reading network, and the magnitude of the 

`weight changes' made on each learning event. Similarly, Welbourne et al. (2011) 

demonstrated that variation in the severity of damage to the phonological and semantic 

systems can give rise to variation in the pattern of deficits (and recovery) observed in 

acquired dyslexia.

3It is worth noting that in both the triangle model and the CDP++ models learning acts to optimize the associations among stipulated 
representations. However, in the triangle model learning plays the additional role of creating new internal (`hidden') representations 
that mediate these associations. This is of theoretical importance because one long-term goal of from the triangle model approach is to 
eliminate stipulated representations and to explain all representations as the product of the learning (Rueckl & Seidenberg, 200; 
Seidenberg, 2011.).
4The term `control parameter' is likely used in many branches of science. In the present context, this use of this term is most closely 
related to the field of nonlinear dynamics. For discussions of the linkages between nonlinear dynamics and reading, see Rueckl, 2002, 
and Van Orden et al., 1999).
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In the present context, much of the research on individual differences in reading can be 

understood as the investigation of the impact of control parameters on reading organization. 

Candidate parameters include endogenous factors specified at the level of genes (Landi et 

al., 2013), the brain (Pugh et al., 2014), or cognition (e.g., perceptual skill, Holyk & 

Pexman, 2004; Plaut & Booth, 2000), as well as exogenous factors such as the properties of 

a writing system (Frost, 2012) or the structure of the instructional curriculum (Harm et al., 

2003). Importantly, an important goal for this research is not just to determine whether and 

how various parameters constrain organization, but also how parameters specified at 

different levels relate to one another. For example, one interesting hypothesis is that the 

noise parameter manipulated in Harm and Seidenberg's (2004) computational simulations 

reflects variation in the neurochemistry of certain parts of the brain, which may in turn 

reflect genetic constraints (Pugh, 2014),

It is also important to note that although there is a systematic relationship between a 

system's control variables and its behavior, this relationship is not necessarily fully 

deterministic. In part (and relatively uninterestingly) this can arise because either the system 

or the observations of that system are noisy. More importantly, for systems that learn, the 

behavior of the system can change even if the control parameters remain fixed. as 

demonstrated by developmental changes in the division of labor revealed in the Harm and 

Seidenberg (2004) simulations discussed above.5 Moreover, stochastic sampling of the 

environment can itself give rise to different patterns of behavioral change (Zevin & 

Seidenberg, 2006). Thus, it is important to distinguish between a system's control 

parameters and its organization. A system's organization is the proximate cause of its 

behavior. The organization is constrained by the control parameters, but it is not identical to 

them.6

A key question, then, is how to characterize the organization of the reading system. Here, 

the triangle model exemplifies a potentially useful construct. As with other connectionist 

networks, learning in the triangle model can be characterized as a search through its weight 

space, a geometric space such that each possible pattern of connectivity corresponds to a 

point in this space, with similar patterns of connectivity corresponding to nearby points in 

the space.7 The small weight changes that are made during a given learning event 

correspond to small moves within the network's weight space, and the accumulation of 

changes over the course of learning corresponds to a trajectory though its weight space.

At the level of individual networks (or, by theory, readers), it may be possible to equate a 

network's position in its weight space and its organization as a reading system. However, at 

the level of a population of individuals, this equivalence breaks down.8 What is needed is a 

way to describe possible organizations of the reading system in a way that is more 

transparently related to the behavioral consequences of that organization—a description of 

5This is not to say that the control parameters must remain fixed. They may well change over time, and with interesting consequences. 
The point here is simply that for systems that learn, even if the control parameters remain constant, behavior (and the organization 
underlying it) does not.
6In the language of dynamical systems, the distinction being drawn here is the distinction between control and state (or order) 
parameters (Rueckl, 2002).
7Technically, the weight space is a high-dimensional space where each dimension corresponds to one connection and the network's 
position along this dimension corresponds to the weight of that connection.
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the system at the task level. One possibility is to hypothesize that the reading system lives in 

an organizational space, such that each dimension corresponds to a dimension of variation 

among readers, nearby points in the space correspond to similar organizations, and 

trajectories through this space correspond to the changes in organization that occur as 

individuals learn to read.

The general structure of this framework is presented in Figure 1. For the purpose of 

illustration, the organizational space (in the center of the figure) is depicted as two-

dimensional. One dimensions corresponds to the division of labor between the phonological 

and lexical-semantic pathways, which has been hypothesized to vary both across (see above) 

and within (Strain & Herdman, 1999; Welbourne et al., 2011) linguistic communities. The 

second dimension corresponds to the reliance on orthographic units of differing grain sizes 

(e.g., single letters vs letter clusters such as –int). Like the division of labor, sensitivity to 

varying grain sizes has also been hypothezised to vary within (Treiman et al., 2006) and 

between (Ziegler & Goswami, 2005) linguistic communities.

Hypothetical developmental trajectories through this organizational space are depicted by 

the lines labeled A, B, and C. It has been hypothesized that the acquisition of reading skill in 

English is characterized by a shift in the division of labor towards the lexical/semantic 

pathway (Harm & Seidenberg, 2004; rightwards in the figure) and towards the use of larger 

orthographic units (Treiman et al., 2003; upwards in the figure). Thus, line A depicts what 

might be taken as the typical developmental trajectory for English; lines B & C depict other 

trajectories.

What gives rise to the differences among these trajectories? As argued above, a primary 

source of variation in the organization of reading is variation in the setting of the reading 

system's control parameters. Again for the purposes of illustration, Figure depicts two such 

parameters. Let us suppose that the endogenous parameter corresponds to the relative 

efficiency of two domain-general learning systems (e.g., the hippocampal and non-

hippocampal systems; McClelland, McNaughton, & O'Reilly, 1995; Davis & Gaskell, 

2009), and that these learning systems are differentially involved in the acquisition of 

different kinds of linguistic knowledge (with the hippocampal system particularly important 

for learning word meaning; Ullman, 2004). Moreover, let us also suppose that a greater 

contribution of semantics to reading (as might be the case for someone whose is atypically 

reliant on hippocampal learning) results in less pressure for the reading system to discover 

large-grain regularities in the mapping from orthography to phonology.9 Lines A and B in 

Figure 1 illustrate these relationships. Relative to individual A, individual B is more 

hippocampal-dominant (rightward in the control space). As a consequence (given the above 

8The reasons for this breakdown in equivalence are rather technical. First, the dimensionality of an network's weight space depends 
precisely on the number of processing units (nodes), and there is no reason to expect that this number is constant across individuals. 
Second, the relationship between positions in weight space and reading performance depend on factors that vary idiosyncratically. 
Together, these considerations make it is unlikely that characterizing organization as the location in a generic weight space would 
have much utility.
9Although not explicitly demonstrated, this pattern is suggested by the results of simulation of the triangle model investigating the 
impact of semantics on the operation of the orthographic phonological pathway (e.g., Plaut et al., 1996; Harm & Seidenberg, 2004; 
Dilkina et al. 2008; Welbourne et al., 2011).
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assumptions), the organization of individual B is characterized by greater reliance on the 

lexical/semantic pathway and less reliance on large grain-size regularities.

Finally, the contrast between individuals A and C illustrates how cross-language differences 

are captured in this framework. Note that in the control space A and C only differ on an 

exogenous dimension—which might correspond, say, to the `orthographic depth' of the 

writing system each individual learns to read. Assume that C's writing system is shallower 

than A's (upward in Figure 1). As a consequence, relative to A, the organization of C's 

reading system is less reliant on semantics and less reliant on larger grain sizes.

It is important to note that even though it captures a number of evidence-based conjectures, 

Figure 1 is purely hypothetical. It is merely meant to illustrate the general structure of the 

theoretical framework being proposed, although it also serves to highlight some of the 

challenges that a theory developed within this framework must confront. First, the 

dimensions of the organizational space must be identified. One possibility is that the 

dimensions correspond to a battery of experimental and standardized measures (depicted as 

the components of the reading profiles in Figure 1.). This approach is appealing in that it 

would make it relatively easy to determine an individual reader's position in organizational 

space. On the other hand, it would make the theory more descriptive than explanatory and 

comparisons across languages or skill levels would be challenging. A more promising 

possibility is to identify theoretically motivated dimensions, such as the division of labor 

(see above), the sensitivity to orthographic units of different grain sizes (e.g. Ziegler & 

Goswami, 2005), or lexical quality (Perfetti, 2007). Alternatively, it may be possible to align 

the dimensions of the organization space with the degree to which the reader is attuned to 

the various statistical properties of the writing system.

A second challenge is to identify the determinants of the space itself: What determines 

which organizations are even possible? Presumably, there are two sets of constraints: 

biologically determined constraints reflecting the properties of the perceptual, learning, 

memory, and perhaps even languages-specific neurocomputational systems engaged during 

reading, and constraints that stem from the task demands of reading and the characteristics 

of the writing system. Many of these constraints would depend on the value of control 

parameters of the sort discussed above.

A third challenge is to ground the theory in neurobiological data. One aspect of this 

challenge is to identify the mapping (assuming one exists) between the components of the 

computational model and neuroanatomical structures (Rueckl & Seidenberg, 2009; Taylor, 

Rastle, & Davis, 2012). Indeed, is not clear that there is a one-to-one mapping between 

organizations at the neural and computational levels—possibly, a given computational 

organization can be instantiated in the brain in more than one way.

A fourth challenge is to elucidate the nature of the learning mechanism(s) that underlie 

changes in organization. For example, to what extent does reading acquisition draw on 

domain-general statistical learning processes (Frost, 2012, Frost et al., 2015)? Does the 

organization of the reading system depend on consolidation processes (Davis & Gaskell, 
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2009)? What role do subcortical structures such as the thalamus play in reading acquisition 

(Pugh et al., 2013)?

Finally, a more empirical challenge is to develop the data sets and methodological 

approaches that are necessary for testing theories couched at the organizational level. To a 

large extent, the data that have been used to develop and test current theories of word 

reading were generated by experiments geared towards identifying the central tendencies of 

a population of readers. In such experiments, variability is little more than a nuisance. In the 

approach advocated here, variability is the signal rather than the noise, and few of the 

(thousands of) word reading studies that have been published to date are well-suited for 

testing hypotheses specifically concerned with this variability (e.g., that reading organization 

converges (or diverges) over the course of learning).

Summary

Theories of word reading have evolved over the years. Qualitative box-and-arrow models 

gave rise to more explicit, nuanced, and sophisticated computational models. Often, these 

computational models have ignored learning, focusing on whether a static (and stipulated) 

organization could account for the kinds of behavior observed in experimental word 

recognition tasks. Increasingly, however, computational models have incorporated a 

learning mechanism, and thus address both how words are read and, at a slower time scale, 

how the organization of the reading system changes with experience. The stage is now set to 

develop theories that explicitly address how and why the organization of the reading system 

varies. Indeed, although individual differences have long been of concern to research on 

reading acquisition and reading disability, the emerging interest in the differences among 

adult readers, both across (e.g., Frost, 2012; Share, 2008) and within (e.g., Andrews, 2012; 

Kuperman & Van Dyke, 2013; Welcome, & Joanisse, 2012) linguistic communities, is 

rather remarkable.

In addition to a focus on learning, the development of such theories will require a greater 

emphasis on the relationship between a model's control parameters and behavior. 

Interestingly, even for theories focused on central tendencies, methods for systematically 

characterizing this relationship are starting to emerge (e.g., Pitt, Kim, Navarro, & Myung, 

2006), and it is worth noting that on occasion models of reading have been fitted to 

individual subject data by assuming that individual differences reflect underlying differences 

in a model's control parameters (Yap et al., 2012; Ziegler et al., 2008). However, it is also 

important to note that in a system that learns the relationship between its control parameters 

and its behavior may be variable, and this variability can arise from factors other than 

intrinsic or measurement noise. This suggests that a mediating construct is needed to capture 

the relationship between a system's control parameters and its behavior. In the discussion 

above, the notion of an organizational space was proposed as a candidate for this role and 

some of the conceptual and empirical challenges for such a theory were identified.
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Figure 1. 
A depiction of the proposed theoretical framework. (See text for explanation.)
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