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The Escherichia coli Min system self-organizes into a cell-pole to
cell-pole oscillator on the membrane to prevent divisions at the
cell poles. Reconstituting the Min system on a lipid bilayer has con-
tributed to elucidating the oscillatory mechanism. However, pre-
vious in vitro patterns were attained with protein densities on the
bilayer far in excess of those in vivo and failed to recapitulate the
standing wave oscillations observed in vivo. Here we studied Min
protein patterning at limiting MinD concentrations reflecting the in
vivo conditions. We identified “burst” patterns—radially expanding
and imploding binding zones of MinD, accompanied by a peripheral
ring of MinE. Bursts share several features with the in vivo dynamics
of the Min system including standing wave oscillations. Our data
support a patterning mechanism whereby the MinD-to-MinE ratio
on the membrane acts as a toggle switch: recruiting and stabilizing
MinD on the membrane when the ratio is high and releasing MinD
from the membrane when the ratio is low. Coupling this toggle
switch behavior with MinD depletion from the cytoplasm drives a
self-organized standing wave oscillator.

cell division | subcellular organization | pattern formation |
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The ParA/MinD family of adenosine triphosphatases (ATPases)
forms dynamic patterns on biological surfaces, such as the

nucleoid or the inner membrane, to spatially organize a variety of
processes including the segregation of plasmids, chromosomes,
and organelles as well as positioning the cell division machinery
(1, 2). These ATPases are commonly associated with a partner
protein that stimulates the local release of the ATPase from its
binding surface, resulting in the formation of a dynamic ATPase
pattern that imparts positional information to the cell (3). De-
spite the ubiquity of these minimal self-organizing positioning
systems and their importance in a wide variety of essential pro-
cesses throughout the microbial world, the patterning mechanism
is not fully understood.
In Escherichia coli, the MinD ATPase forms a cell-pole to cell-

pole oscillator on the membrane, as a standing wave with a node at
the cell center, in response to its stimulator protein MinE (4–6).
The final component of the Min system is the inhibitor of divisome
assembly, MinC, which is a passenger protein on MinD and not
required for oscillation (7, 8). Oscillations apparently result from
the perpetual chase and release of MinD by MinE on the mem-
brane, which produces a time-averaged concentration of MinC that
is lowest at midcell (4, 8–11). The Min system therefore promotes
symmetric cell division at midcell by inhibiting division near the
poles (5).
The patterning reaction occurs from a series of ATP-driven

protein–protein and protein–membrane interactions. ATP pro-
motes MinD dimerization and membrane binding via its mem-
brane-targeting sequence (MTS) (12–15). It is currently thought
that membrane-bound MinD at a cell pole recruits MinE dimers
to the membrane in the form of an E-ring residing on the pe-
riphery of the MinD-bound zone (5, 6, 16). MinE also has an MTS

essential for the spatial regulation of cell division (17). Structural
studies suggest that, in solution, the MTS and the adjacent MinD–

interaction domain of MinE are sequestered in the hydrophobic
core of the dimer (18, 19). Thus, under physiological conditions,
MinE does not interact with MinD in the absence of membrane
and shows only a weak affinity for E. colimembrane in the absence
of MinD (17). This transient interaction with membrane appar-
ently helps unveil the adjacent MinD interaction interface, which
is bound and stabilized by membrane-boundMinD (18, 19). MinD
interaction with MinE leads to ATP hydrolysis and membrane
release (16). After MinD release, MinE dimers remain bound to
the membrane (17, 20–22). This “lingering” MinE species in vivo
could remain on the membrane at the cell pole from which MinD
just disassembled, thereby providing positional memory to the
system by preventing MinD from rebinding the same pole and
directing de novo MinD binding to the opposing pole.
The role of lingering MinE in patterning via its membrane-

binding activity has been debated. Previous in vitro reconstitu-
tions suggest a role for MinE lingering on the membrane after
releasing MinD (22, 23), but doubt remains as to whether this
property is important for self-organization. For example, in vivo
dynamics have been recapitulated by simulations based on dif-
ferent models either with (24) or without (25, 26) considering
MinE membrane-binding activity. Here we address the molecu-
lar mechanism by directly studying the MinE membrane-binding
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requirement on patterning. We find that a MinE mutant lacking
its MTS can still form patterns, but cannot form an E-ring or
regulate the periodicity of the standing wave.
The apparent simplicity of this binary system makes it attrac-

tive for modeling, and many mathematical models recapitulate
qualitative aspects of Min patterns (11, 23, 25, 27). Each model is
predicated on significantly different molecular mechanisms, but
all recapitulate the in vivo dynamics quite well, which makes it
difficult to discriminate among the considered mechanisms. To
date, the underlying mechanistic basis for patterning has not
been uniquely constrained by in vivo or in vitro experiments.
Specifically, to achieve self-organized spatiotemporal patterning,
at least one nonlinear reaction term is required, e.g., a higher-
order concentration-dependent rate, in addition to at least one
energy-coupled reaction step that is irreversible. In previous
modeling exercises, this critical nonlinearity has been included in
a variety of manners as ad hoc cooperativity parameters without
direct experimental validation. Therefore, it remains critically
important to experimentally identify the molecular mechanistic
source of this nonlinearity.
To experimentally dissect the mechanistic details of the system,

we developed a cell-free imaging technique to visualize Min pat-
terning on a supported lipid bilayer (SLB). Min patterning was first
reconstituted in the form of spiraling wave trains of MinD chased by
MinE on the bottom of an SLB-coated well (28). In our flowcell
setup, several modes of Min patterning, including spirals, have
been reconstituted (22, 29). However, in all of these previous

reconstitutions, patterns are achieved with protein densities on the
bilayer far in excess of those in vivo. Furthermore, the observed
patterns lack standing wave dynamics with nodes where the time-
averaged local MinD concentration is minimum, as observed at
midcell in vivo. Recently, standing wave dynamics were recon-
stituted by isolating the reaction in small volumes (30, 31). How-
ever, the mechanistic basis for standing wave oscillation has
not been experimentally addressed. We hypothesized that Min
protein depletion from the cytoplasm as proposed earlier by
Meinhardt and de Boer (11) is a critical, but experimentally un-
explored, feature of the oscillation mechanism.
With our flowcell setup, we find that, under limiting MinD

conditions, MinD and MinE form a previously unidentified pattern
that we term “bursts.” Bursts share several features with in vivo Min
patterns such as the ability to spontaneously form standing wave
patterns even at a membrane-surface area-to-volume ratio much
lower than a bacterial cell. Our observations indicate that pole-to-
pole oscillation of Min proteins is correlated with periodic depletion
of MinD dimers from the cytoplasm during the formation of MinD
polar zones on the membrane. Together, the data reported here
support a patterning mechanism that is largely governed by the local
MinD:MinE stoichiometry on the membrane, which acts as a toggle
switch promoting MinE-stimulated MinD recruitment to the mem-
brane when MinD is in excess or MinE-stimulated MinD release
from the membrane when MinE is in excess. We propose that
this toggle switch mechanism, coupled with cytoplasmic MinD

Fig. 1. MinD and MinE form bursts under limiting MinD conditions. (A) Reconstituting a spectrum of Min patterns. GFP-MinD (green) and MinE-Alexa647
(red) were preincubated with ATP and infused for 10 min into a flowcell coated with an SLB made with E. coli lipid. Still images of the spectrum of patterns on
the SLB supported by the decreasing GFP-MinD density on the SLB from inlet to outlet are shown. (B) Still image of a population of bursts. (C) Time-lapse of a
burst on E. coli lipid. (D) Time-lapse of a large burst on an mSLB. (E) Cross-section of MinD (green) and MinE (red) protein densities associated with the burst in
D. The dashed gray and red lines indicate the burst center and regressing E-ring, respectively. (F) Time course of MinD and MinE densities within the burst in
C. (G) Kymograph for MinD (green) and MinE (red) of the burst cross-section in D. (H) The burst dynamics resemble in vivo MinD polar zone dynamics. If an
E. coli cell were cut in half and flattened onto a single plane, the formation and disassembly of a MinD polar zone by MinE in vivo equates to a burst cycle on
the SLB. (Scale bars: 5 μm.) See also Movies S1–S4 and Fig. S1.
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depletion, provides the crucial nonlinear coupling terms that sup-
port standing wave oscillations of the Min system.

Results
Local Surface Concentration of Min Proteins Dictates the Mode of
Patterning. In our standard experimental protocol for this re-
port, 1 μMGFP–MinD and 1.5 μMMinE mixed 1:19 with MinE-
Alexa 647 (or an alternative MinE concentration as stated) were
preincubated with ATP and infused into an ∼25-μm-thick flow-
cell coated with an SLB composed of E. coli lipid. ATP-bound
MinD dimers that formed during the preincubation bound the
SLB near the inlet of the flowcell. This preferential SLB binding
of MinD (and MinE) near the inlet depleted the solution con-
centration of proteins, resulting in lower concentrations further
downstream. Therefore, when the flow was stopped after infusion
of ∼3 flowcell volumes, MinD and MinE formed a spectrum of
patterns from inlet to outlet on the SLB due to the decreasing
concentration gradient of MinD toward the flowcell outlet (Fig.
1A and Movie S1). Near the inlet, MinD and MinE formed
densely packed “amoebas,” a previously observed pattern on the
SLB (29) that consists of MinD-rich centers (D-cores) with pe-
rimeters that are surrounded by a well-defined MinE-rich ring
(E-ring). Moving down the flowcell away from the inlet to lower
MinD densities, amoebas were replaced by traveling waves that

progressively became more regular spirals (Fig. 1A and Movie S1).
Waves were composed of spatially periodic and staggered bands of
MinD andMinE, as previously described (22–24, 28, 29). Closer to
the outlet of the flowcell, where MinD concentration was limited,
we observed the previously unidentified mode of patterning called
“bursts,” described in detail below. Between spirals and bursts was
an intermediate pattern of periodically growing and dissipating
“mushrooms” (Movie S2 and Fig. S1 A–C). No patterns were ob-
served immediately adjacent to the outlet.

MinD and MinE Form Radial Burst Patterns Under Limiting MinD
Conditions. The membrane surface area in vivo (∼10 μm2) can ac-
commodate a far greater number of MinD dimers than exists in the
cell (∼2,000 molecules) (32). Therefore, cytoplasmic depletion
of active MinD dimers likely plays a critical role in the oscillatory
dynamics on the membrane. Accordingly, we focused on SLB re-
gions with lower MinD concentration where the newly discovered
burst patterns emerged immediately after the flow was stopped (Fig.
1B). Our method provided a reliable way to study bursts for roughly
1 h before the SLB segregated into an area with spirals and an area
with no pattern (Movie S3 and Fig. S1D).
Min bursts started with GFP-MinD, in the presence of MinE,

cooperatively binding the SLB as radially expanding circular initi-
ation centers (Fig. 1C). MinE binding immediately followed, but at
a slower rate. Burst expansion then halted, presumably due to
slowed MinD binding as active dimers were depleted from solution.
Finally, as the D-core started to shrink, an E-ring formed around
the perimeter where the MinE concentration exceeded that of
MinD. This was followed by the rapid dissipation of the D-core
(Fig. 1C).
A “minimal” supported lipid bilayer (mSLB), composed of 67%

phosphotidylcholine and 33% phosphatidylglycerol (22), supported
patterns essentially identical to those found on E. coli lipid (Fig.
S1E) except that the improved uniformity of the mSLB facilitated
observation of burst pattern details (Fig. 1D and Movie S4). As on
E. coli lipid, D-core expansion stalled and regressed as MinE ac-
cumulated to form an E-ring (Fig. 1 D and E). The E-ring followed
the receding perimeter of the D-core with a MinE-to-MinD ratio
that significantly exceeded one (Fig. 1E). Within the D-core, the
initial rapid binding of MinD to the SLB was accompanied by a
slower accumulation of MinE up to a threshold density that led to
the rapid release of both proteins, with MinE release lagging that of
MinD (Fig. 1 F and G).
The geometry of individual small bursts closely mirrored Min

oscillation dynamics in vivo. If an E. coli cell was cut in half and
the resulting cylinder was flattened onto a plane, the initiation
and expansion of a MinD polar zone, followed by the chase and
release accompanied by an E-ring, would correspond to a burst
cycle (Fig. 1H).

Clusters of Min Bursts Form Standing Waves. Aside from the geo-
metric similarities with in vivo Min patterns, the most striking
feature of bursts was that they did not occur randomly on the
SLB (Fig. 2A and Movie S5). Rather, spatially separated clusters
of bursts would expand and dissipate in unison across a region of
the SLB with the dissipation phase of one set temporally over-
lapping with the initiation phase of the next (Fig. 2B). Burst
cycles were therefore composed of temporally staggered subsets,
each with a highly regular period of 2.1 ± 0.2 min. While one set
of bursts dissipated, the next set developed on regions of the SLB
devoid of lingering MinE. Therefore, successive phase-shifted
subcycles never spatially overlapped (Fig. 2C). The MinD pattern,
when integrated over several burst cycles, clearly shows a standing
wave with a boundary node spatially separating the subcycles (Fig.
2D). By performing a 2D cross-correlation image analysis of the
burst cycles over time, we found that successive burst phases were
spatially separated by a characteristic distance of 24 μm (Fig. 2E and
Materials and Methods). We conclude that, under limiting MinD

Fig. 2. Bursts spatiotemporally oscillate. (A) GFP-MinD and MinE-Alexa647
intensities over time for the entire imaged region (150 × 75 μm) to em-
phasize the temporal periodicity of bursts. (B) MinD and MinE densities as-
sociated with individual bursts over time. The two phase-shifted subcycles are
distinguished by dark- and light-colored lines. (C) Still images of successive burst
clusters at their peak MinD protein density. The image of the previous burst was
overlaid in gray to emphasize that consecutive subcycles never spatially overlap.
(D) Bursts form a standing wave oscillator. Still images of burst clusters at their
peak MinD protein densities, as shown in C, were integrated for subcycle
1 (magenta) and subcycle 2 (cyan) and then overlaid. Cross-sections of the in-
tensities were graphed below to emphasize the MinD nodes (arrows). The
dashed line in the 3D intensity plot outlines theMinDminima node line between
spatially segregated subcycle zones. (Scale bars: 10 μm.) (E) Two-dimensional
image cross-correlation analysis of movie frames from the MinD channel quan-
tifying the spatial and temporal periodicity and phase relation of burst cycles
(Materials and Methods). Dashed gray lines highlight the peak positions in time
and space. See also Movie S5.
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conditions, the Min system self-organizes into a standing wave os-
cillator even at the significantly lower surface-to-volume ratio of our
flowcell compared with that of a bacterial cell.

Solution Concentration of Min Proteins Oscillates in the Burst Zone as
Predicted by the Active MinD Depletion Hypothesis. The distribution
of Min proteins in solution remains relatively homogeneous for
Min patterns that form when the protein supply is not limiting,
such as amoebas or spirals (Fig. 1A) (22, 28, 29). However, in
vivo, the total number of MinD and MinE molecules are essentially
fixed at subsaturating concentrations. We suspected, therefore, that
the cytosolic protein concentration is inversely related to the
membrane-bound protein concentration. We propose that this is
also the case for the burst conditions studied in our 25-μm-thick
flowcell. To verify this supposition, we used confocal microscopy to
measure the distribution of Min proteins in the solution phase over
bursts on the SLB (Fig. 3A). Throughout the entire solution depth
of the flowcell, the time-averaged concentrations of MinD and
MinE monomers were ∼0.55 and ∼1.25 μM, respectively—less than
the input concentrations of 1 μMMinD and 1.5 μMMinE (Fig. 3B).
As expected from the principle of mass conservation, the solution
concentrations of Min proteins oscillated 180° out of phase with
burst cycles on the SLB (Fig. 3C). When a burst cluster reached its
peak protein density on the SLB, the solution concentration of
Min proteins decreased to a minimum throughout the entire depth
above the burst cluster, and vice versa (Fig. 3 D and E).
The solution oscillation amplitude was small (∼20% fluctua-

tion around the average concentration), but was consistent with
the number of MinD dimers bound in bursts on the SLB. This
percentage likely reflects the total amount of active MinD di-
mers that accumulate in, or deplete from, solution when bursts
dissipate or expand, respectively. We conclude that depletion of
active MinD from the entire cytosol, which accompanies MinD
polar zone formation, is a critical determinant of Min oscillation
dynamics in vivo.

Accumulation and Dissipation Cycle of MinE on the Membrane Sets
the Oscillation Period. The MinD-to-MinE ratio has been shown
to influence Min patterning both in vivo (6) and in vitro (22, 28).
How Min protein stoichiometry controls the patterning mechanism
is unclear. We studied the effects of varying the protein ratio on
burst cycle dynamics (Fig. 4A) by changing the initial input MinE
concentration while holding MinD concentration constant. Un-
expectedly, at higher MinE concentrations, the binding rate of not
only MinE, but also MinD, increased during burst expansion (Fig. 4
A and B). However, the time to reach the peak protein density
remained roughly the same, which resulted in higher protein den-
sities within bursts at higher MinE concentrations. The release rate
of both proteins also increased with increasing MinE. The burst
oscillation period remained constant at ∼2 min with the initiation of
a new burst cycle occurring after the dissipation of MinE at the
same SLB zone (Fig. 4 C and D). Current models posit MinE as
a stimulator of MinD release from the membrane. However, our
MinE titration data suggest that the role of MinE goes much further
in the patterning mechanism. Our results indicate MinE as both a
membrane association and dissociation catalyst for MinD.
Although the oscillation period remained constant, the frequency

of out-of-phase burst clusters increased with higher MinE concen-
trations (Fig. 4 C and E; Fig. S2A; and Movie S6). Because MinD
binding was faster within bursts with higher MinE, this led to a more
rapid depletion of MinD from the local solution and therefore
smaller individual bursts, as well as smaller burst zones (Fig. 4F and
Movie S6). Above 1.5 μM MinE, the average burst radius was
∼3.5 μm (Fig. 4G). At 1 μM MinE, the average radius increased
to 6.5 μm with a broad distribution. At 0.5 μM MinE, bursts
expanded to the point of overlap, making radius quantification
difficult (Fig. 4F).

Despite the smaller burst zones with higher MinE, the spatial
separation between these zones remained relatively constant
(Fig. 4H) as deduced from 2D image cross-correlation analysis
(Fig. S2C). This disparity opened up space on the SLB for the
formation of additional phase-shifted burst clusters (Fig. S2 B
and C). For example, at 0.5 or 1 μM MinE, there were only two
alternating phases of burst cycles occupying two spatially segre-
gated burst zones (Fig. S2). At or above 1.5 μM MinE, three
phase-shifted burst cycles occurred, each occupying one of three
spatially segregated burst zones (Fig. S2). Therefore, although
the overall burst frequency increased with increasing MinE (Fig.
4E), both the spatial and temporal oscillation periods of bursts at
a given area of the SLB were insensitive to the MinE concen-
tration, irrespective of the number of spatially segregated burst
zones (Fig. 4 D and H). We conclude that MinE lingering after a
burst disassembles inhibits MinD in solution from forming a
burst on the same area of the SLB, which causes the temporally
staggered burst cycles to spatially segregate.

Membrane Binding by MinE Is a Key Regulator for Min System Oscillation.
The role of MinE membrane binding in determining the system
dynamics has become a major focus of in vivo and in vitro study (17,
19, 20, 22, 33, 34) and computational modeling (24), as well as a
matter of considerable debate (35, 36). To further examine the role
of lingering MinE in patterning, we studied a MinE mutant lacking

Fig. 3. Min proteins oscillate in solution under limiting MinD conditions.
(A) A Z-stack image (100 × 100 μm) of a flowcell with bursts. (B) Min protein
intensities in arbitrary units from each slice in A averaged over 12 frames
(two cycles) and plotted as a function of slice number from the bottom (S1)
to top (S6) surface (Top). Solution intensities were converted to monomer
concentrations and plotted as a function of z-position in the flow cell
(Bottom) (SI Materials and Methods). (C) Time-lapse images of MinD (green)
and MinE (red) bursts on the SLB (S6) or in solution (S5). Note that during
MinD release (0, 39, and 78 s) the diffuse patterns of MinD in solution (S5)
match those on the SLB (S6). (D) MinD intensity temporally oscillates in-
phase throughout the solution (S2–S5), but 180° out-of-phase with MinD on
the SLB (S6). (E) MinE intensity in solution oscillates in-phase (S2–S5) but 180°
out-of-phase with MinE on the SLB (S6). (Scale bars: 10 μm.)
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its MTS, MinE11–88. At locations in the flowcell where the MinD
supply was not limiting, MinE11–88 supported spirals resembling

those formed with full-length MinE, except that the wave trains
had closer spacing (Fig. 5A) and the wave front velocity was
fivefold faster (Fig. 5B), resulting in a 15-fold shorter wave pe-
riodicity and significantly lower Min protein densities (Fig. 5C).
Another striking difference was that MinE11–88 dissociated in
phase with the release of MinD (Fig. 5D), indicating that, as
predicted, it cannot linger on the SLB after MinD is released.
The data show that MinE11–88 can associate with MinD on the
membrane, stimulate MinD recruitment, and accumulate to a
density that triggers MinD dissociation. These activities are suffi-
cient to support Min spirals. However, without direct membrane
binding, the MinE mutant cannot linger on the SLB after MinD
release, which explains the diminished lag period between suc-
cessive waves and the increased velocity of wave front propagation.
We hypothesized that the membrane-binding activity of MinE

that allows it to linger at the rear of a wave is also essential for
E-ring formation around bursts. Consistently, MinE11–88 could
not form bursts under MinD-limiting conditions on the SLB (Fig.
5E and Movie S7). Instead, we observed a dynamic “zebra”
pattern composed of oscillating miniwaves of MinD that were
rapidly disassembled by MinE11–88. MinD immediately bound all
available regions of the SLB, which is in stark contrast to the well-
separated spirals or bursts supported by full-length MinE that can

Fig. 4. MinE concentration affects burst dynamics. (A) Three aspects of a burst
cycle were studied: the average binding rate, peak protein density, and release
rate of both MinD (green) and MinE (red). (B) MinE is a catalyst for MinD
membrane binding and release. Rates were obtained from averaging the slope
of the linear portions of the expansion and dissipation phases of bursts over at
least two experiments per MinE concentration. (C) Three aspects of burst cycles
were studied over time. “Burst lifetime” is the duration between burst initiation
and dissipation. “Burst-to-burst period” is the temporal separation between
successive spatially nonoverlapping bursts over a wide region of the SLB. “Os-
cillation period” is the duration between successive burst clusters occupying the
same region of the SLB. (D) The oscillation period remained constant with
varying MinE. (E) The burst-to-burst frequency (inverse of burst-to-burst period)
increases with MinE concentration. (F) Burst size decreased with higher MinE.
Still images of bursts are shown at the indicated MinE concentrations. (Scale bar:
5 μm.) (G) Histograms of individual burst radii at the indicated MinE concen-
trations. The mean burst radius and SD are based on Gaussian fits. The SE (mean
uncertainty) is ±0.3 μm. (H) The average spatial period between successive burst
zones remained constant with varying MinE. The spatial period is twice the av-
erage distance between successive burst zones. Also see Movie S6 and Fig. S2.

Fig. 5. A membrane-binding mutant of MinE forms spirals, but not bursts.
(A) Still images of the SLB where the MinD and MinE protein densities are high
enough to support spirals. (Top) Spirals supported by full-length MinE. (Bot-
tom) Spirals supported by themembrane-bindingmutantMinE11–88. (Scale bar:
5 μm.) (B) Velocities of the spiraling wave trains supported by MinE or MinE11–88.
(C) Time-course ofMinD andMinE protein densities at a fixed location within the
wave trains in A. Time 0 was chosen arbitrarily. (D) Cross-section of theMinD and
MinE protein densities within the wave trains in A. (E) At the low protein den-
sities that support bursts on the SLB when using full-length MinE, MinE11–88
formed a dynamic zebra pattern. (Scale bar: 40 μm.) Also see Movie S7.

Vecchiarelli et al. PNAS | Published online February 16, 2016 | E1483

CE
LL

BI
O
LO

G
Y

PN
A
S
PL

U
S

SE
E
CO

M
M
EN

TA
RY

http://movie-usa.glencoesoftware.com/video/10.1073/pnas.1600644113/video-7
http://movie-usa.glencoesoftware.com/video/10.1073/pnas.1600644113/video-6
http://www.pnas.org/lookup/suppl/doi:10.1073/pnas.1600644113/-/DCSupplemental/pnas.201600644SI.pdf?targetid=nameddest=SF2
http://movie-usa.glencoesoftware.com/video/10.1073/pnas.1600644113/video-7


linger and inhibit MinD binding. Together, the data show that,
without the ability to linger on the membrane after MinD disso-
ciation, MinE11–88 cannot form a defined E-ring or control the
spatiotemporal parameters needed for burst oscillation, which also
explains why membrane-binding mutants of MinE cannot support
proper oscillation in vivo (17).

MinE Stabilizes MinD on the Membrane Before Stimulating Its Release.
Previous models for Min patterning are predicated on a dimer of
MinE interacting with a dimer of MinD (D2E2) to stimulate MinD
ATPase activity and release from the membrane (19, 24, 25, 37).
However, our finding that MinE accelerates MinD recruitment to
the SLB before stimulating MinD release is inconsistent with this
model. Furthermore, the steady increase of MinD and MinE on the
membrane during the early phase of patterning suggests that D2E2
is actually a stable complex on the SLB. The D2E2 structure indi-
cates that the monomers of a MinE dimer cannot simultaneously
interact with both sides of a MinD dimer (19). Rather, a MinE
dimer asymmetrically binds one side of a membrane-bound MinD
dimer, with one MTS in position to bind the membrane and further
stabilize the D2E2 complex. We therefore hypothesized that two
dimers of MinE symmetrically bound to both sides of a MinD di-
mer, E2D2E2, is the MinD dissociation complex that stimulates
ATP hydrolysis and membrane release. According to this hypoth-
esis, the local stoichiometry of MinD and MinE on the membrane
changes the state of the toggle switch from MinE-stimulated MinD
recruitment to MinD release from the membrane as detailed in
Discussion.
We first tested this model by determining if MinE can stabilize

MinD membrane binding at low relative concentrations before
stimulating MinD release at higher relative concentrations. We
studied the dissociation kinetics of membrane-bound MinD washed
with buffer containing full-length MinE or truncated MinE variants
deficient for membrane binding, dimerization, or both (Fig. 6A).
Consistent with our model, MinD release slowed as MinE accu-
mulated on the mSLB up to a density close to that of MinD, at
which point MinD release accelerated with MinE release lagging
behind (Fig. 6B, Top, and Fig. S3A). MinD stabilization was less
pronounced with the MinE variant lacking its MTS, MinE11–88.
However, MinE11–88 still stimulated MinD dissociation when its
density approached that of MinD, at which point both proteins
released in phase. The dissociation kinetics are consistent with the
dynamic patterning observed with this membrane-binding mutant of
MinE (Fig. 5). Monomeric MinE1–31, which interacts with mem-
brane and MinD, stabilized MinD on the membrane before stim-
ulating its release, after which it lingered on the membrane (Fig. 6B
and Fig. S3B). The MinE variant containing the MinD interaction
interface but lacking both the dimerization and MTS domains,
MinE13–31, stimulated the fastest MinD release rate and neither
stabilized MinD nor lingered after MinD release (Fig. 6B and Fig.
S3C). Neither dimerization-deficient MinE variants supported
patterning. These findings support our proposal that MinE inter-
acting with membrane-boundMinD stabilizes the D2E2 complex (or
D2E, in the case of monomeric MinE mutants) with the help of the
MTS of MinE.
We sought to directly detect the MinDE complex stably bound

on the membrane in the absence of ATP hydrolysis. MinD was
mixed with an excess of MinE in a buffer containing ATPγS and
flowed onto the mSLB. Membrane dissociation of the complex was
then monitored during a buffer wash (Fig. S4). The MinDE com-
plex that released from the SLB exhibited a 1–1 ratio with an off-
rate constant of ∼0.03 s−1. The release rate of MinD-ATPγS in the
absence of MinE was 3.3-fold faster (∼0.1 s−1) (Fig. S4). The finding
supports the idea that D2E2 can accumulate on the membrane and
dissociates slowly in the absence of ATP hydrolysis.

Two MinE Dimers Release a MinD Dimer from the Membrane. If one
MinE dimer stabilizes a MinD dimer on the membrane, then

perhaps it takes two MinE dimers interacting on both sides of a
MinD dimer to stimulate ATP hydrolysis and release from the
membrane. Consistently, stimulation of MinD ATPase activity
showed higher-order MinE concentration dependency (Fig. 6C),
suggesting that more than one MinE dimer is necessary for full
ATPase stimulation of a MinD dimer. Similar results were found
with MinE11–88 that cannot bind membrane and even with MinE1–31
that can interact with membrane and MinD but cannot dimerize.
The MinE variant with only the MinD interaction interface,
MinE13–31, also demonstrated higher-order concentration de-
pendency, albeit with reduced affinity that required a higher
concentration for full stimulation. The data show that the super-
linear MinE stimulation of MinD ATPase activity does not
require membrane binding or dimerization by MinE. In all cases,
MinE-stimulated MinD ATPase activity required lipid (Fig. 6C),
indicating that membrane binding by the MinD dimer is a pre-
requisite for ATPase stimulation by MinE. The data are consistent

Fig. 6. Evidence for a higher-order MinE concentration dependence on stim-
ulating MinD ATPase activity and membrane release. (A) Schematic of the in-
teraction domains of full-length MinE and truncation variants: MTS, membrane
targeting sequence; MinD, MinD interaction interface; dimerization, dimeriza-
tion interface. (B) MinE stabilizes MinD on the SLB before stimulating its release.
MinD was prebound to the SLB in the presence of ATP and then washed with
buffer alone (black line, Top two panels) or with buffer containing 2.5 μM of the
MinE variant specified. When a MinE variant was in the wash buffer, MinD
(green) and MinE (red) intensities on the SLB were monitored and normalized to
the MinD density on the SLB at the start of the wash (t = 0 s). (C) MinE stimu-
lation of MinD ATPase activity shows higher-order concentration dependency.
ATPase activity of 1 μM MinD with full-length or truncated MinE was measured
in the presence of 0.5 mg/mL E. coli lipid as small unilamellar vesicles and 1 mM
[γ-32P] ATP. Basal ATPase activity of MinD (0.1 mol/mol MinD dimer/min) was
subtracted and the data were fit to a Hill equation. Line colors correspond to the
full-length and truncated forms of MinE as illustrated in A. The gray data in-
dicate full-lengthMinE stimulation of 5 μMMinD in the absence of lipid. (Inset) A
linear scaling of the x-axis. (D) Summary of MinE effects on the MinD–bilayer
interaction at a high or low MinD-to-MinE (D:E) ratio on the SLB. The necessary
and sufficient interaction domains of MinE supporting the specified activity are
illustrated. Also see Fig. S3.
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with full stimulation of MinD ATPase activity driven by MinE
dimers on both sides of the membrane-bound MinD dimer. To
summarize our interpretation of these findings, at a highMinD-to-
MinE ratio on the SLB, MinE stabilizes MinD on the membrane
in a D2E2 complex, which can further recruit MinD from the cy-
toplasm (Fig. 6D). As MinE accumulates and the MinD-to-MinE
ratio drops, an additional MinE dimer can join D2E2 to form
the E2D2E2 complex, which hydrolyzes ATP and releases the
MinD dimer. The remaining MinE dimers linger on the bilayer
and locally inhibit MinD binding. Taken together, our data sup-
port the proposal that MinE successively recruits, stabilizes, re-
leases, and inhibits MinD interaction with membrane to drive
Min oscillation.

Discussion
Spiraling wave trains of MinD and MinE on an SLB were the
first patterns to be reconstituted in a cell-free reaction (28), but
many of their features are quite different from the in vivo dy-
namics. For example, the protein densities (∼10,000 MinD di-
mers/μm2, Fig. 5C) far exceed those of the in vivo patterns
[∼200 MinD dimers/μm2 (32)], and the wavelength and wave ve-
locities are higher by roughly one order of magnitude. A previously
described amoeba pattern (29) geometrically resembled in vivo
polar zones of MinD corralled by E-rings, but lacked oscillatory
properties. Thus, it has been difficult to decipher the mechanistic
principles shared by these dissimilar patterns occurring under
significantly different reaction settings in vivo and in vitro.

Periodic Solution Depletion of Active MinD Is Essential for Standing
Wave Oscillations. Our data suggest that Min oscillation in vivo
requires cytosolic depletion of active MinD dimers as a MinD-bind-
ing zone develops at a cell pole. Programmed shuttling of the active
MinD dimer pool from cytosol to membrane temporarily depletes
the cytosolic pool, which prevents the continued expansion of the
MinD polar zone. As the polar zone disassembles, the cytosolic
supply recovers, allowing for de novo initiation of MinD binding at
the opposing cell pole. In previous reconstitutions, the active MinD
supply in solution was never significantly depleted, which explains why
the expanding circular binding zones continued expanding to form a
variety of surface-saturating patterns (22, 28, 29) instead of stalling
and turning into a standing wave as seen in vivo.
By limiting the locally available amount of Min proteins in the

flowcell, we reproduced many in vivo features of the Min system
including standing wave oscillations. De novo initiation of a radially
expanding MinD-binding zone was followed by the stalling of ex-
pansion, development of an E-ring, and dissipation of the binding
zone (Fig. 1). These Min bursts showed highly regular spatial and
temporal periodicities, expanding and dissipating in unison on re-
gions of the SLB that were then restricted from MinD binding
during the next set of bursts (Fig. 2). These phase-shifted binding
cycles on spatially segregated zones of the SLB were separated by a
node line of time-averaged MinD concentration minima, consistent
with standing wave dynamics. We believe these oscillating bursts on
the flat surface of an SLB are the cell-free equivalent of in vivo Min
oscillation (Fig. 1H), albeit at a lower surface-to-volume ratio.
Once burst expansion initiates, the local solution concentra-

tion of active MinD rapidly depletes (Fig. 3). Depletion pro-
gresses until bursts approach their peak protein density ∼20 s
later. Assuming that the suppression of a de novo binding zone
begins ∼5 s after the onset of depletion, MinD dimers in solution
with an estimated diffusion coefficient of 60 μm2/s (20) will dif-
fuse an average distance of ∼35 μm in 2D (or ∼24 μm in 1D).
This estimate of the diffusion distance of active MinD in solution
is consistent with the spatial periodicity obtained from our cross-
correlation analysis of burst cycles (Fig. 4H). Thus, in our ∼25-μm-
thick flowcell, the diffusion distance of active MinD dimers in
solution controls the spatial parameter of the standing wave. In
a 1- × 3-μm E. coli cell, however, Min protein diffusion in the

cytosol would not be a major limiting parameter of the system
dynamics, considering that the estimated pole-to-pole diffusion
time is less than a second (38).

Lingering MinE Suppresses MinD Membrane Binding and Establishes
the Min Oscillation Period. We propose that the accumulation–
dissipation cycle of MinE on the membrane, coupled with the
MinD reactivation rate in solution, is the principal biochemical
timing mechanism that establishes the oscillation period. This
MinE cycle on the membrane encompasses MinE dimers binding
to MinD dimers on the membrane, accumulating up to the local
surface density of MinD, stimulating MinD release, lingering
after MinD is gone, and, finally, dissociating from the membrane
upon reverting to the inactive form.
MinE lingering from a dissipated burst cycle suppresses MinD

binding to the SLB. Therefore, as one set of bursts dissipate, an-
other set initiates on areas where the lingering MinE density has
decreased to the threshold value of ∼100 dimers/μm2 (Fig. 2B). The
data provide further evidence that MinE lingering on the mem-
brane after MinD release is a key regulator of the oscillatory
mechanism, preventing MinD from rebinding the cell pole from
which it dissociated and driving de novo binding to the opposing
pole (19, 20, 22). We find that MinD-binding suppression by lin-
gering MinE is critically dependent upon the membrane-binding
activity of MinE via its MTS (Fig. 5).

Min Patterning by a Stoichiometry-Mediated Toggle Switch. Previous
models postulate that the primary role of MinE is to stimulate
MinD ATPase activity and membrane release. This class of models
predicts that both the protein density and oscillation period of a
burst would decrease with higher MinE concentration. Instead, we
found that the peak MinD density actually increased at higher
MinE concentrations (Fig. 4B), whereas the burst oscillation pe-
riod remained essentially constant (Fig. 4D). This result unveils
the ability of MinE to accelerate both MinD membrane binding
during burst expansion as well as MinD release during burst dis-
sipation. Our findings suggest that MinE first catalyzes MinD re-
cruitment to form the MinD polar zone in vivo before stimulating
its ATPase activity and membrane release.
We propose that the local stoichiometry of MinE and MinD

on the membrane acts as a toggle switch between MinE-stimu-
lated MinD recruitment and MinD release from the membrane
(Fig. 7). ATP-bound MinD forms a sandwich dimer (D2) that
slowly and uniformly binds the membrane with no sign of
cooperativity (Fig. 7A) (29). MinE binds, stabilizes MinD on the
membrane, and accumulates during burst expansion (Fig. 7B).
When the MinD-to-MinE ratio on the membrane is high, es-
sentially all MinE dimers on the membrane would exist in a 1–1
complex with MinD dimers (D2E2). Our data suggest that ATP
hydrolysis is not stimulated in this D2E2 complex. Rather, D2E2
remains stably associated with the membrane. We propose that
D2E2 acts as a catalyst for further D2 recruitment (Fig. 7C). The
D2E2 cocrystal structure inspired this aspect of our model (19)
whereby D2E2 would be stably anchored to the SLB via three
MTSs: two from D2 and one from E2. The D2E2 structure also
suggests that the other potential MinD interface of E2 is avail-
able for recruiting D2 from solution (19). However, the arriving
D2 would not be able to bind the membrane without deforming
the D2E2 complex. Thus, we believe that D2E2D2 does not exist
as a stable complex. Instead, we propose that by transiently
interacting with D2 from solution, D2E2 plays a catalytic role in
recruiting MinD to the membrane without stimulating its
ATPase activity. This would explain the observed MinE-stimu-
lated radial expansion of MinD binding on the membrane from a
nucleation point. The proposal is also consistent with our finding
that MinE1–31 can efficiently stabilize as well as dissociate MinD
from membrane (Fig. 6B and Fig. S3B), but, as a monomer, it
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cannot catalyze MinD recruitment to the membrane and there-
fore does not support patterning.
As the rate of MinD binding slows and the density of MinE in-

creases to approach that of MinD on the membrane, the D2E2
complex will get the chance to capture another MinE dimer on the
membrane to form E2D2E2, which triggers ATP hydrolysis. Because
the ATP molecules from each MinD monomer “glue” the sandwich
dimer together, ATP hydrolysis results in MinD monomerization
and membrane release (Fig. 7D). MinD is then inactive for a sig-
nificant period as it releases ADP, rebinds ATP, dimerizes, and
possibly undergoes further ATP-dependent transitions before be-
coming competent for membrane binding (5). The two MinE di-
mers, on the other hand, remain on the membrane (Fig. 7E) and
can locally remove the remaining D2E2. Consequently, the local
relative concentration of MinE over MinD further increases. In
other words, lingering MinE acts as a local self-amplifying catalyst.
When a high level of lingering MinE remains, MinD dimers arriving
at the membrane can form D2E2 and are transiently stabilized, but
then quickly encounter another lingering MinE dimer to form
E2D2E2, which hydrolyzes ATP and releases MinD (Fig. 7F). This
scenario explains the sudden switch-like transition from the slow
accumulation of MinE to the quick dissociation phase.
At high density, lingering MinE provides a positional memory

that spatially organizes the system by quickly dissociating MinD.

Lingering MinE that does not encounter D2 arriving from solution,
or D2E2 already on the membrane, eventually dissociates and reverts
back to its inactive form after several seconds (Fig. 7F). As the local
lingering MinE density diminishes toward a certain level, and the
concentration of active MinD in solution recovers, another round of
MinD binding becomes possible (Fig. 7G). At this low lingering
MinE density, the probability of MinD being recruited from solution
by D2E2 can locally exceed the probability of forming E2D2E2. In
other words, at a critical lingering MinE density, for a given solution
concentration of active MinD, the kinetic competition shifts, result-
ing in the nucleation and accelerating expansion of a circular binding
zone as the local MinD-to-MinE ratio increases. This stoichiometry-
mediated toggle switch uniquely confers the critical nonlinearity to
the system necessary for dynamic pattern self-organization.
The mechanism that we propose showing E2D2E2 as the MinD

dissociation complex is supported by the biphasic kinetics of
MinE-stimulated MinD disassembly from the SLB (Fig. 6B). In
addition, MinD ATPase stimulation exhibited a higher-order
MinE concentration dependency, which has also been reported
for the Neisseria gonorrheae and E. coli Min systems (18, 39). If
our proposed mechanism is correct, why did we not detect a
significant accumulation of E2D2E2 stably bound on the mem-
brane in the presence of ATPγS (Fig. S4)? We propose that
binding of the second MinE dimer to form E2D2E2 is much

Fig. 7. MinD/MinE stoichiometry on the membrane drives Min patterning. (A) MinD (green) binds ATP, dimerizes, and binds membrane as D2. (B) A “closed”
or inactive dimer of MinE (red), E2, “opens” to asymmetrically bind D2 on membrane. (C) At a high MinD-to-MinE ratio on the SLB, the available MinD in-
teraction interface of E2 acts as a catalyst for further MinD recruitment. Therefore, D2E2 is the “MinD association complex.” (D) As MinE accumulates and the
MinD-to-MinE ratio decreases, two MinE dimers symmetrically bind a MinD dimer to form E2D2E2, the “MinD dissociation complex,” which stimulates MinD
ATPase activity and membrane release. (E) MinE can linger on the bilayer after MinD release, thus acting as a local self-amplifying catalyst. (F) Lingering MinE
prevents MinD binding to the membrane (D). Lingering MinE eventually releases from the membrane as it reverts back to its closed form. (G) As lingering
MinE diminishes, MinD can bind the SLB. MinE can once again stimulate MinD binding to the membrane. The monomer units undergoing a MinD–MinE
interaction are shaded dark. Green arrows indicate the ATP cycle of inactive MinD in the cytoplasm. Structures for open MinE, MinD, and the MinD–MinE
cocomplex were adapted from Protein Data Bank (PDB) ID 3R9J (19) for conceptual illustration purpose only. The closed MinE structure was adapted from PDB
ID 2KXO (18). The MTS domains of MinD and MinE were not included in the crystal structures and are not shown in the model.
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slower compared with the binding of the first MinE dimer to
form D2E2. Formation of E2D2E2 perhaps is accompanied by an
energetically unfavorable transition in the MinD dimer that is
necessary for ATP hydrolysis. This hypothesis would explain the
clear kinetic separation of the reaction steps of MinD stabiliza-
tion by MinE, in the form of D2E2, and ATP-hydrolysis–coupled
MinD dissociation by MinE, in the form of E2D2E2.
Our mechanism is at odds with the “Tarzan of the Jungle” model

proposed by the Lutkenhaus group (19). A series of elegant exper-
iments involving Min protein heterodimers compromised for MinD–

MinE interaction, ATPase stimulation, and/or ATP hydrolysis sup-
ported the conclusion that a one-sided interaction with MinE, D2E2,
is sufficient for MinD ATPase stimulation and release from the
membrane (37). However, this model fails to explain the MinE-
stimulated recruitment and stabilization of MinD on the membrane,
the biphasic kinetics of MinE-stimulated MinD release from the
SLB, and the higher-order MinE concentration-dependent stimula-
tion of MinD ATPase activity reported here. These discrepancies
need to be clarified, but at present we suspect that the interpretation
of the heterodimer results are complicated by the likely cooperativity
between the two ATPase active sites within a MinD dimer and by
the difficulty in obtaining mutant proteins that are completely in-
active for one aspect of function and uncompromised in others.

Comparing Min Oscillation Dynamics in Vivo and in Vitro. The most
obvious difference between our flowcell and an E. coli cell is re-
action vessel geometry. With the high membrane surface-to-vol-
ume ratio inside a cell and the limiting number of MinD molecules,
the cytosolic pool of active MinD dimers would deplete when a
MinD polar zone develops. The total MinD concentration in vivo
(∼3 μM) is higher than that in our flowcell (∼0.6 μM). The lower
concentration was needed to compensate for the lower surface-to-
volume ratio of our flowcell. In vivo, active MinD depletion would
take place more quickly because of the higher surface-to-volume
ratio. The MinD reactivation rate for membrane binding is also
likely faster at higher concentrations. Combined with cell geome-
try, the cytosolic depletion of MinD and the suppression of MinD
membrane binding by lingering MinE can readily explain the in
vivo dynamics that exhibit a shorter oscillation period (0.5–1 min)
compared with the 2-min periodicity observed here (Fig. 3C).
Recently, the Schwille group has shown that Min spirals on the

bottom of an SLB-coated well are converted to an in vivo-like os-
cillating pattern (30, 31). This was achieved by aspirating the sample
solution so that the remaining volume was confined to 10-μm-deep ×
10-μm-wide troughs with varying lengths (30, 31) . This observation is
fully consistent with, and lends support to, the mechanism that we
have identified, which predicts that a high membrane surface-to-
volume ratio promotes standing wave oscillations.
At present, many of the critical biochemical parameters necessary

for realistic numerical modeling of Min patterning remain un-
known. We are currently studying the kinetic parameters necessary
to formulate a numerical model that globally explains the fasci-
nating variety of patterns supported by this “simple” system.

Materials and Methods
Proteins. Protein expression, purification, and labeling were performed as
previously described (22).

Flowcell Assembly. Flowcell assembly and bilayer coating with E. coli polar
lipid extract or monounsaturated (18:1) synthetic lipids were previously de-
scribed (22). The mSLB was composed of 67% 1,2-dioleoyl-sn-glycero-3-

phosphocholine (catalog no. 850375), and 33% 1,2-dioleoyl-sn-glycero-3-
[phosphor-rac-(1-glycerol)] (catalog no. 840475). All lipids were purchased
from Avanti and dissolved in chloroform at 25 mg/mL.

Sample Handling and Preparation. Experiments were performed inMin buffer:
25 mM Tris·HCl, pH 7.4, 150 mM KCl, 5 mM MgCl2, 2 mM DTT, and 0.5 μg/mL
ascorbate. Five millimolar phosphoenolpyruvate (Sigma) and 10 μg/mL py-
ruvate kinase (Sigma) provided ATP regeneration.

When Min proteins were preincubated at the concentrations indicated,
His6-eGFP-MinD was mixed with MinE-His6 (mixed 1:19 with MinE-Alexa 647)
in Min buffer for 15 min at 23 °C before addition of 2.5 mM ATP in a final
reaction volume of 500 μL. The sample was passed through a 0.2-μm Amicon
filter and loaded into a 1-mL syringe. TFZL tubing (1/16 × 0.02 inch; UpChurch)
connected the syringe to the flowcell inlet nanoport (UpChurch). Samples
were infused into the 3-μL flowcell (∼25 μm × 4 mm × 30 mm) with a neMESYS
pump (Cetoni) at 1 μL/min (cross-sectional velocity of ∼0.17 mm/s) for 10 min.
Flow was stopped before movie acquisition.

Total Internal Reflection Fluorescence Microscopy. Total Internal Reflection
Fluorescence (TIRF) illumination andmicroscopy aswell as camera settingswere as
previously described (22). Prism-type TIRF microscopy was used with an Eclipse
TE2000E microscope (Nikon) with a PlanApo 10× (N.A. = 0.45, air) or 40× (N.A. =
1.0, oil-immersed) objective lens. The TIRF illumination had a Gaussian shape in
the field of view; therefore, intensity data for Min protein density estimations
were measured at or near the middle of the illumination profile.

Movies were acquired using Metamorph 7 (Molecular Devices) and trans-
ferred to ImageJ (National Institutes ofHealth) for analysis and conversion toAVI
file format. Brightness and contrastwere set for each image ormovie acquisition
individually to best represent the features discussed. However, paneled acqui-
sitions in the same movie share the same settings. All data were acquired at
5 s/frame when using full-length MinE. When using MinE11–88, the frame rate
was 1 s/frame. Accelerations are indicated in the movie legends.

TIRF Microscopy Protein Density Estimation. The average fluorescence in-
tensity of single GFP-MinD or MinE-Alexa647 molecules was measured as
previously described (22) to calculate the Min protein density on the SLB
expressed as dimers/μm2.

Burst Cross-Correlation Analysis. Image cross-correlation analysis was per-
formed with a custom written LabVIEW program (program available upon
request). A normalized 2D cross-correlation between a referenceMinD image
at a peak of a burst and a source MinD image was generated using the
LabView function “IMAQ Correlate VI.” The reference image was initially
auto-correlated and then cross-correlated with subsequent sequential im-
ages from the movie. The 2D correlation maps were converted into one-
dimensional radial profile curves by calculating the average correlation over
successive, non-overlapping 2-pixel-wide annuli centered on the (0,0) point
in the correlation. To prevent cropping, the maximum radial profile was set
by the shortest dimension of the images.

ATPase Assays. ATPase activity of 1 μM MinD, with the indicated concentration
of full-length or truncated MinE, was measured in 25 mM Tris·HCl (pH 7.4),
150 mM KCl, 5 mM MgCl2, 0.5 mg/mL E. coli lipid as small unilamellar vesicles,
and 1 mM [γ-32P]ATP purified as previously described (40). Samples were in-
cubated for 3 h at 30 °C and analyzed by TLC as previously described (41). Error
bars represent the SD for at least three independent experiments.

Other Procedures. Additional procedures are described in SI Materials
and Methods.
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