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Abstract

Purpose—To develop and validate a novel delivery strategy for reducing the respiratory motion–

induced dose uncertainty of spot-scanning proton therapy.

Methods and Materials—The spot delivery sequence was optimized to reduce dose 

uncertainty. The effectiveness of the delivery sequence optimization was evaluated using 

measurements and patient simulation. One hundred ninety-one 2-dimensional measurements using 

different delivery sequences of a single-layer uniform pattern were obtained with a detector array 

on a 1-dimensional moving platform. Intensity modulated proton therapy plans were generated for 

10 lung cancer patients, and dose uncertainties for different delivery sequences were evaluated by 

simulation.

Results—Without delivery sequence optimization, the maximum absolute dose error can be up 

to 97.2% in a single measurement, whereas the optimized delivery sequence results in a maximum 

absolute dose error of ≤11.8%. In patient simulation, the optimized delivery sequence reduces the 

mean of fractional maximum absolute dose error compared with the regular delivery sequence by 

3.3% to 10.6% (32.5-68.0% relative reduction) for different patients.

Conclusions—Optimizing the delivery sequence can reduce dose uncertainty due to respiratory 

motion in spot-scanning proton therapy, assuming the 4-dimensional CT is a true representation of 

the patients’ breathing patterns.

Introduction

Spot scanningy–based intensity modulated proton therapy (IMPT), which has been 

implemented in selected lung cancer patients, can result in a lower dose to normal tissues 

such as lung, esophagus, and heart, compared with intensity modulated photon radiation 

therapy (1, 2). However, respiratory motion–induced dose uncertainty remains a major 

concern in the IMPT of lung and liver cancers (3, 4). Motion-induced dose uncertainty, often 

referred to as the “interplay effect,” has been extensively studied in scanning-beam proton 
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therapy (5-8), and strategies such as tumor tracking (9) and rescanning (ie scanning 

treatment fields several times per fraction) (4, 10-13) have been proposed. However, 

tracking is not yet clinically available. The combination of rescanning and fractionation has 

been shown to effectively limit the dose uncertainty of IMPT in lung cancer (11). However, 

the number of rescans that are needed to achieve acceptable dose uncertainty is unknown for 

a given patient (14), and large numbers of rescans can lead to unacceptably long delivery 

times (10). Moreover, although fractionation can reduce uncertainty in the total delivered 

dose, the biological effect of the day-to-day variation in the delivered fractional dose is 

unknown. Therefore, a delivery strategy that can reduce the fractional dose uncertainty for 

IMPT of moving tumors is highly desirable.

In the present study we developed and evaluated a novel delivery strategy, spot delivery 

sequence optimization, for spot-scanning proton beam therapy. Spot delivery sequence, or 

when and where to deliver each spot in a given spot pattern, has not been previously 

investigated and could impact the delivered dose of moving tumors. We proposed that 

optimizing the delivery sequence of the IMPT plan—separating successive spots in space to 

maximize the total effective time required to deliver the same proton fluence to any given 

voxel (15)—could reduce motion-induced dose uncertainty. In this study we assumed that 4-

dimensional computed tomography (4DCT) provided a true representation of the patient's 

breathing pattern throughout the course of treatment and that there was no residual motion 

between 4DCT phases.

Methods and Materials

Reducing motion-induced dose uncertainty by optimizing the delivery sequence

In discrete spot-scanning proton therapy, dose is delivered spot by spot on a 3-dimensional 

grid. The treatment planning system calculates the dose according to the spot pattern, or the 

collection of spot positions and monitor units (MU) for each spot, and determines the spot 

delivery sequence, or the order in which each planned spot is delivered. Figure 1a shows a 

spot-scanning plan on a circular target with exaggerated margins. The arrows indicate the 

planned regular scanning delivery sequence (RS) or the order in which spots are to be 

delivered. However, the RS is not optimal for a moving target. Figure 1b and c show the 

actual delivery of the RS, assuming only 2 phases: inhalation (T0) and exhalation (T50). In 

this extreme example, the target was completely missed. Figure 1d and e show the delivery 

of a different spot delivery sequence, in which every other spot was skipped and the beam 

returned later. In this case the target received the planned dose. No rescanning (revisiting the 

same spot location) was involved, and the delivery times were identical in the 2 scenarios. 

This figure demonstrates that for moving targets, the spot delivery sequence could impact 

the delivered dose to the target and the motion-induced dose uncertainty.

Proton Therapy Center, Houston (PTC-H) spot-scanning delivery system

The spot-scanning delivery system (Probeat; Hitachi America, Ltd, Tarrytown, NY) used at 

Proton Therapy Center of Houston (PTC-H) was described in detail by Gillin et al (16) and 

Li et al (11). The scanning proton beam was generated by a synchrotron with 94 discrete 

energies that ranged from 4 to 30.6 cm (72.5 to 221.8 MeV, respectively). Each spill of 
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proton particles lasted for a maximum duration of 4.4 seconds, with 2.1 seconds required 

between spills for the deceleration and acceleration of protons. Proton spots could be 

modeled by a single 2-dimensional (2D) Gaussian distribution (17, 18) and characterized by 

the standard deviation (σ) of the Gaussian distribution. The spot size decreases as the energy 

increases, and σ at isocenter ranges between 5.57 and 14.91 mm in air (for beams with 

energies of 221.8 MeV and 72.5 MeV, respectively). The proton fluence delivered by each 

spot was characterized using spot MU, which range from 0.005 to 0.04 (16). The delivery 

time for each spot was 1 to 10 milliseconds, depending on the spot MU, and an interval of 3 

milliseconds between consecutive spots was used for internal checks by the delivery system. 

In a patient treatment plan, the required spot dose often exceeds 0.04 MU. In such cases, the 

treatment planning system (Eclipse; Varian Medical Systems, Palo Alto, CA) generated the 

final Digital Imaging and Communications in Medicine treatment plan with postprocessing, 

which included splitting each spot into multiple spots that satisfied the MU limits, and 

arranging the spots in RS, as shown in Figure 1a (19). A typical spot pattern consists of 

thousands of spots.

Optimizing the spot delivery sequence

Each spot pattern with a given number of spots can be delivered in various sequences. One 

of the determining factors of motion-induced dose uncertainty is the total time required to 

deliver all proton fluence to a certain spot location, or the time interval between successive 

deliveries (15). For example, the worst delivery sequence (WS) that maximizes motion-

induced dose uncertainty delivers all spots repeatedly to the same spot position (which 

reduces the time interval between successive deliveries) and then moves to the nearest 

position and repeats the process.

In contrast, to generate the optimized delivery sequence (OS) for a given spot pattern, we 

used the following procedure. For each energy, the spots in the treatment plan are arranged 

so that the fluence to each pencil beam position is reduced in any set period, which in this 

study was 1 second. This can be achieved using a simple forward-looking technique that 

searches for and places new spots at least 2σ away from all spots to be delivered in the 

previous 1 second. The optimized spot delivery sequence can also be viewed as maximizing 

the area the proton beam covers in any period.

Example of a spot delivery sequence

Figure 2 shows an example of a 10 × 10 cm2 uniform field, with a spot pattern that consists 

of 1764 spots of a single energy (173.7 MeV with a 20-cm range and σ = 6.75 mm). There 

were 441 spot positions, with spot spacing of 5 mm. A dose of 0.16 MU was delivered to 

each position in 4 spots of 0.04 MU each, or each spot position was visited 4 times. The total 

number of MU was 70.56, and the required time to deliver this field was 31 seconds. The 

MU delivered at any given spot position also contributes to nearby spot positions, depending 

on the spot size and spot spacing.

Figure 2b shows the first second of the RS, as generated by the treatment planning system 

(Eclipse). A certain number of MU (0.04 in this example) was delivered to a given spot 
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position before the beam moved on to the next position. The process was repeated after all 

spot positions were visited, multiple times if necessary, to deliver the remaining MU.

The WS was generated to deliver the same spot pattern by delivering the fluence in the 

shortest period possible (Fig. 2a). In this case, the WS delivered all 4 spots to the same 

position before moving to the next. In the case of no rescanning, the WS is identical to the 

RS.

To reduce dose uncertainty, one should reduce the total fluence delivered to any given spot 

position in any 1-second period. Therefore, the OS places successive spots apart from each 

other (Fig. 2c).

All 3 delivery sequences result in the same spot pattern (Fig. 2d); the WS and OS simply 

reorder the spots of the corresponding RS. Supplemental Videos 1 and 2 (available online at 

www.redjournal.org) show the actual delivery times of different sequences for the first–

second and overall deliveries, without considering the lag between spills, illustrating the 

time scale difference between spot delivery and respiratory motion.

Measurement setup

The measurement setup is shown in Figure e1 (available online at www.redjournal.org). A 

MatriXX multi-ion chamber detector (IBA Dosimetry, Schwarzenbruck, Germany) was 

placed on a 1-dimensional moving platform (20) and used to acquire the 2D dose 

distribution, with and without motion. The MatriXX system (27) consists of 1020 vented 

pixel ionization chambers distributed on a 32 × 32 cm2 grid, with no detectors in the 4 

corners. The pixel ionization chambers are 4.5 mm in diameter and spaced 7.62 mm center 

to center, providing an active area of 24 × 24 cm2. The 1-dimensional moving platform was 

driven by a VXM stepping motor controller attached to a BiSlide assembly (Velmex, 

Bloomfield, NY). The motor controller can be programmed to move in different amplitudes 

and periods and can simulate most types of respiratory motion, including actual patient 

respiration.

Single-layer uniform pattern measurements

A single-layer, 10 × 10-cm2 uniform field (Fig. 2) was delivered and measured. We obtained 

191 2D measurements (measurements with no motion were obtained as a reference but not 

included in the 191 measurements) with MatriXX, delivering the same total MU to each spot 

position under various motion conditions and spot delivery sequences.

We used the following spot patterns for the measurements. Each spot position was scanned 

2, 4, 8, 16, and 32 times, corresponding to delivery times of 16, 31, 42, 52, and 84 seconds 

(corresponding to 882, 1764, 3528, 7056, and 14,112 spots), respectively. The base plan 

shown in Figure 2d required a delivery time of 31 seconds. Half the spots were deleted to 

generate a spot pattern with a delivery time of 16 seconds with half the MU (35.28), and 

spots were split to 0.02, 0.01, and 0.005 MU to generate spot patterns with 42-, 52-, and 84-

second delivery times with the same MU (70.56). The WS, RS, and OS delivery sequences 

were then generated for each spot pattern. Using different delivery sequences (WS, RS, and 
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OS) for the same spot pattern does not change the delivery time or the number of spots. A 

total of 15 delivery sequences were developed for each motion condition.

The following measurements were made with a breathing period of 10 seconds, a scanning 

pattern perpendicular to the motion, and a motion pattern of A , with a motion 

range of 0.5, 1, 2, 3, and 4 cm; 15 different delivery sequences (as described above); and at 

least 3 measurements for each condition. Note that not all conditions were measured, and 

additional measurements were made when larger errors were observed—for example, with 

larger motion range and shorter delivery time. A beam energy of 173.7 MeV (range 20 cm, 

in air spot size σ = 6.75 mm) was used for all measurements, and the measurement depth 

was 19.4 cm, where the spot size became approximately 7.5 mm. The central axis dose at 

the measurement plane was 138 cGy (69 cGy for spot patterns with a delivery time of 16 

seconds).

All measurements were compared with the 4D composite dose (4D dose) (11, 21, 22), which 

is the averaged sum of the doses calculated on all N individual phases of the breathing cycle 

using the planned fluence, with the corresponding motion pattern. Assuming 10 phases in 

each respiratory cycle, by definition the 4D dose can be determined by averaging 10 

stationary measurements at each of the 10 phases for every motion condition, or, 

alternatively, by making 1 stationary measurement and then shifting and averaging 

according to the breathing trace. The latter technique is only valid when there is no change 

in water equivalent thickness in the beam path, and it was used in this study to reduce the 

number of measurements after validating with the first technique under one motion 

condition.

For each measurement, the maximum absolute dose error between the measurement and the 

4D dose was calculated (ΔDmax). The motion-induced dose uncertainty for a given 

combination of delivery sequence and motion condition was quantified by the maximum 

value of all ΔDmax measured under the specific combination.

Patient simulation

Treatment plans for 10 patients with stage II to III lung cancer who received intensity 

modulated photon radiation therapy or passively scattered proton therapy at UT MD 

Anderson Cancer Center between March 2010 and June 2012 were selected for this 

retrospective study. The patients were selected on the basis of the extent of tumor motion 

and volume. Each patient's treatment parameters are listed in Table e1 (available online at 

www.redjournal.org).

Multifield-optimized IMPT plans for the 10 patients were generated as previously described, 

with a prescription of 60 Gy Relative Biological Effectiveness (RBE) in 30 fractions (23). 

The WS and OS were generated for each planned spot pattern by reorganizing the order of 

the spots to be delivered as described above, and the original plan served as the RS.

The patients’ respiratory traces recorded by the Real-Time Position Management System 

(RPM, Varian Medical Systems) at the time of CT simulation (each trace lasts typically 

approximately 15 minutes), along with the 4DCT data, were used for the patient simulation. 
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The simulation was carried out using the system described in reference 20, where layer-by-

layer rescanning using the PTC-H system was investigated. A Demons-based deformable 

image registration algorithm was applied to calculate the deformation vector field between 

each individual phase and the reference phase (T50, exhale) (24). Doses were calculated for 

each individual phase and then deformed onto the reference phase and averaged to acquire 

the 4D dose. Dynamic dose was calculated using the 4DCT data and respiratory trace of 

each patient. The delivery of each field was assumed to start at a random time point on the 

trace, and then the time and phase of each spot were calculated and recorded. The trace 

restarted from the beginning when it ended during a delivery. The dose for each individual 

phase was then calculated using all spots delivered to the specific phase during a given 

delivery and was deformed to the reference phase. Finally, the sum of individual phase 

doses was calculated as the dynamic dose for one fraction. The process was repeated 30 

times for each delivery sequence and for each patient. The sum of all 30 fractional doses was 

calculated as accumulated dose. The absolute dose error between the 4D dose and each 

individual delivery and the absolute dose error between the 4D dose and the accumulated 

dose were calculated and compared with layer-by-layer rescanning results as previously 

reported (21).

Results

Single-layer measurements

Figure 3 shows the results of measurements with 4 cm of motion range for a single delivery 

of a single-layer 10 × 10 cm2 uniform field with σ = 6.75 mm and a 52-second delivery time 

(7056 spots, 16 scans). In this measurement condition, the maximum absolute dose error 

between the delivered dose and the 4D dose was up to 57.2% (of the dose for the uniform 

field, or the prescription dose per fraction for the patient field) for the WS, up to 17.2% for 

the RS, and up to 4.89% for the OS.

Figure 4 compares the efficacy of spot delivery sequence optimization and rescanning for a 

single layer with 191 measurements under different motion conditions. With 2 and 4 scans 

the absolute maximum dose error with the WS can be up to 97.2%. In conventional 

rescanning in which RS was used, the dose error can be up to 70.5%. With the same number 

of spots and same delivery time, OS results in substantially less dose uncertainty. The 

maximum dose error in a single delivery with OS is <11.8%. For different delivery 

sequences (WS, RS, and OS) the dose uncertainty in general decreases with increasing 

number of rescanning and delivery time. With 32 scans and 84 seconds of delivery time, the 

WS still results in maximum absolute dose error up to 47%, whereas for RS and OS the 

maximum absolute dose error are 11.2% and 4.79%, respectively.

Patient simulation

Simulations were performed for each patient with the same spot pattern but with different 

spot delivery sequences: the RS (the planned sequence), WS, and OS. Figure 5a-c shows the 

voxel-by-voxel dose difference between the 4D dose and the doses delivered using the RS, 

WS, and OS, respectively, for 1 fraction in patient 5. The maximum absolute dose error for 

the clinical target volume (CTV) in 1 fraction was 23.4% for the WS, 14.3% for the RS, and 

Li et al. Page 6

Int J Radiat Oncol Biol Phys. Author manuscript; available in PMC 2016 March 22.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



7.3% for the OS. The simulation was repeated for 30 fractions, and Figure e2 (available 

online at www.redjournal.org) shows the dose–volume histograms (DVHs) from 4D dose 

(solid line), along with lower and upper bounds of fractional DVHs (DVHs calculated using 

dose delivered in each fraction) for the RSs, WSs, and OSs of all deliveries, respectively. 

Figure 5d shows the dose error for the CTV between the 4D dose and the RS, WS, and OS 

deliveries. Figure 6 shows the max absolute dose errors between 4D dose and fractional and 

accumulated doses in the CTV using the RS, WS, and OS for each patient. The dose error 

was calculated by voxel-by-voxel comparison of the delivered dose with 4D dose. The OS 

reduces the mean of fractional absolute max dose error compared with RS by 3.3% to 10.6% 

(32.5-68.0% relative reduction) for different patients, and 7.06% to 21.1% compared with 

WS. The absolute maximum dose errors between accumulated dose and 4D dose with OS 

were reduced by 1.55% to 3.17% (34.9-56.3% relative reduction) compared with RS, and 

3.4% to 7.1% compared with WS. The absolute maximum dose errors between accumulated 

dose and 4D dose using OS are <3% in the CTV for all patients. For the patients and 

conditions considered, the OS with the same delivery time and same number of spots always 

has less dose uncertainty, as quantified by the mean of fractional absolute maximum dose 

error in the CTV, than do the RS and WS.

Discussion

Spot-scanning proton therapy can be highly sensitive to motion (4, 8); our previous studies 

showed that the delivered dose is the 4D dose, with motion-induced uncertainty due to the 

interplay effect (15). Through measurements, we found that the motion-induced dose error 

can be >90% (Fig. 3) in a single fraction if the motion is not managed properly. A previous 

study (5) showed that with the RS, the fractional dose error can be up to approximately 30% 

in patients, which is consistent with our patient simulation.

The purpose of the present study was to develop a technique to reduce fractional dose 

uncertainty while treating free-breathing, moving targets. This was achieved by developing 

an OS. Our measurements confirmed that the OS resulted in a reduced dose uncertainty in a 

single fraction compared with RS and WS under all motion conditions. Similarly to 

rescanning, delivery sequence optimization requires only postprocessing of the treatment 

plan and does not alter the work flow of treatment delivery. This is different from some 

other motion mitigation techniques, such as beam tracking (9), breath sampling (7), and 

phase-controlled rescanning (25, 26).

We developed and validated the optimization of the delivery sequence using the PTC-H 

system, which includes inherent layer-by-layer rescanning for most plans due to the 

maximum MU constraint, but it can be easily generalized to any spot-scanning delivery 

system. Comprehensive phantom measurements using a 2D ion chamber array and patient 

simulations were performed to validate the method. In both the phantom measurements and 

the patient simulation, the OS reduced dose uncertainty from those observed for the RS and 

WS. In this study, absolute maximum voxel-by-voxel dose error between measurement or 

simulated dose and the 4D dose, which is more sensitive than DVH-based quantities 

previously reported in the literature (10-12), was used to quantify motion-induced dose 

uncertainty. Even with this sensitive metric, with the combination of OS and fractionation, 
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the maximum dose error in the accumulative dose of all patients is found to be <3%. These 

findings confirm the validity of both the simulation system and the OS delivery strategy.

The delivery sequence, which determines when and where to deliver a spot, has not been 

systematically investigated previously. Instead, an RS was adopted as the default for 

commercially available treatment planning systems, and only rescanning, a special case of 

delivery sequence, has been investigated as a technique for mitigating motion-induced dose 

uncertainty. Previous studies have shown that rescanning and fractionation are effective 

methods for reducing motion-induced dose uncertainty (5, 7, 11, 12). However, the patient 

dose received in each fraction may still deviate from the 4D dose because of the interplay 

effect, in which case the biological effect is unknown. In comparing the effectiveness of 

reducing motion-induced dose uncertainty with the OS of the original plan, without 

additional rescanning, and with a previously described layer-by-layer rescanning procedure 

(21), we found that without a change in the number of spots or the delivery time, the OS of 

the original plan is comparable to 4 layer-by-layer scans.

Treatment planning was not addressed in this study, because the OS is a delivery-based 

technique for free-breathing patients that could benefit any IMPT plan regardless of 

treatment planning techniques used. As shown in Figure 3, the 4D dose deviated 

substantially from the 3-dimensional dose; this was investigated in a previous study (23). 

We assumed in this study that 4DCT provides a true representation of the patient throughout 

treatment. This assumption was inherited from the treatment planning process and may not 

be valid in practice. Clinically, it is important to monitor patients’ breathing during 

treatment and provide training as needed.

The OS alone, as shown in the patient simulation, may not be enough to reduce the 

fractional motion-induced dose uncertainty to an acceptable level. Therefore, it may be 

beneficial to combine OS with rescanning, as shown in the single-layer measurement. 

However, the required number of rescanning with OS, although it could be reduced 

compared with conventional rescanning with RS as shown in Figure 4, remains unknown. 

An analytic model is being developed to calculate the required number of scans for each 

spot position.

Conclusions

The OS can reduce respiratory motion–induced dose uncertainty in spot-scanning proton 

therapy compared with RS, assuming 4DCT provides a true representation of the patients’ 

breathing patterns.

Supplementary Material

Refer to Web version on PubMed Central for supplementary material.
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Summary

In this study, a novel technique, delivery sequence optimization, was proposed to reduce 

the motion-induced dose uncertainty of spot scanning proton therapy of moving tumors. 

We obtained 191 2-dimensional measurements and performed patient simulations, both 

of which demonstrated that delivery sequence optimization reduces dose uncertainty due 

to respiratory motion in spot-scanning proton therapy compared with regular delivery 

sequence.
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Fig. 1. 
Optimization of the delivery pattern. (a) Nominal plan; (b, c) regular delivery scanning 

sequence; (d, e) alternative delivery sequence. Solid yellow circles: spots delivered at T0; 

green x's: spots delivered at T50. A color version of this figure is available at 

www.redjournal.org.
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Fig. 2. 
Sample delivery sequences for a uniform field. The images show spots delivered in the first 

second with (a) the worst delivery sequence, (b) regular scanning delivery sequence, and (c) 

optimized delivery sequence. (d) Spot pattern after complete delivery. Color bar represents 

the number of scans, or the number of spot positions visited. For illustration purposes, each 

spot is represented by a circle with a radius of 3.5 mm. A color version of this figure is 

available at www.redjournal.org.
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Fig. 3. 
(a) Nominal 3-dimensional dose distribution for a single-layer uniform plan with σ = 6.75 

mm and spot spacing of 5 mm. (b) Four-dimensional calculated dose distribution with 4-cm 

motion and a period of 10 seconds. (c) Single-fraction measured dose with the worst 

delivery sequence. (d) Regular scanning delivery sequence. (e) Optimized delivery 

sequence. (f) Plot of the y-axis with x = 0 for the nominal dose; 4D dose; and measured 

doses with the worst (WS), optimized (OS), and regular (RS) delivery sequences. Color bar 

represents the percentage dose.
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Fig. 4. 
Comparison of the worst (WS), regular (RS), and optimized (OS) delivery sequences as a 

function of rescanning (or delivery time). All measurements were obtained with a motion 

range of 4 cm and a breathing period of 10 seconds, with 2, 4, 8, 16, and 32 scans (delivery 

times of 16, 31, 42, 52, and 84 seconds, respectively). Delivery time was a function of the 

numbers of spots and monitor units for each spot in the treatment plan. The absolute 

maximum dose error (ΔDmax) for each measurement was plotted against delivery time.
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Fig. 5. 
An example of patient simulation. For 1 fraction for patient 5, the difference between the 4-

dimensional dose and the delivered dose was determined using the (a) regular, (b) worst, and 

(c) optimized sequences. The simulation was repeated for 30 fractions. (d) Cumulative 

histogram of clinical target volume dose errors between the 4-dimensional dose and the 

regular (RS), worst (WS), and optimized (OS) delivery sequences for each fraction.
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Fig. 6. 
Maximum (Max) absolute dose error for each patient, determined using the same planned 

spot pattern and different spot delivery sequences. Both the means and standard deviations 

of maximum dose errors between 30 single fractions and 4-dimensional dose, and maximum 

dose error between the accumulated dose and the 4-dimensional dose are shown. 

Abbreviations: OS = optimized delivery sequence; RS = regular delivery sequence; WS = 

worst delivery sequence.
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