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Abstract

The collimator is the primary factor that determines the spatial resolution and noise tradeoff in 

myocardial perfusion SPECT images. In this paper, the goal was to find the collimator that 

optimizes the image quality in terms of a perfusion defect detection task. Since the optimal 

collimator could depend on the level of approximation of the collimator-detector response (CDR) 

compensation modeled in reconstruction, we performed this optimization for the cases of 

modeling the full CDR (including geometric, septal penetration and septal scatter responses), the 

geometric CDR, or no model of the CDR. We evaluated the performance on the detection task 

using three model observers. Two observers operated on data in the projection domain: the Ideal 

Observer (IO) and IO with Model-Mismatch (IO-MM). The third observer was an 

anthropomorphic Channelized Hotelling Observer (CHO), which operated on reconstructed 

images. The projection-domain observers have the advantage that they are computationally less 

intensive. The IO has perfect knowledge of the image formation process, i.e. it has a perfect model 

of the CDR. The IO-MM takes into account the mismatch between the true (complete and 

accurate) model and an approximate model, e.g. one that might be used in reconstruction. We 

evaluated the utility of these projection domain observers in optimizing instrumentation 

parameters. We investigated a family of 8 parallel-hole collimators, spanning a wide range of 

resolution and sensitivity tradeoffs, using a population of simulated projection (for the IO and IO-

MM) and reconstructed (for the CHO) images that included background variability. We simulated 

anterolateral and inferior perfusion defects with variable extents and severities. The area under the 

ROC curve was estimated from the IO, IO-MM, and CHO test statistics and served as the figure-

of-merit. The optimal collimator for the IO had a resolution of 9–11 mm FWHM at 10 cm, which 

is poorer resolution than typical collimators used for MPS. When the IO-MM and CHO used a 

geometric or no model of the CDR, the optimal collimator shifted toward higher resolution than 

that obtained using the IO and the CHO with full CDR modeling. With the optimal collimator, the 

IO-MM and CHO using geometric modeling gave similar performance to full CDR modeling. 

Collimators with poorer resolution were optimal when CDR modeling was used. The agreement of 

rankings between the IO-MM and CHO confirmed that the IO-MM is useful for optimization tasks 

when model mismatch is present due to its substantially reduced computational burden compared 

to the CHO.
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1. Introduction

In SPECT imaging, reconstructed image quality is affected by a host of physical, 

instrumentation, and patient-related degrading factors. Accordingly, compensating for these 

factors typically results in improved quantification and better performance on a variety of 

tasks. The collimator-detector response (CDR) including the geometric, septal penetration 

and scatter, and the detector intrinsic resolution components, is the primary factor that 

determines the spatial resolution of SPECT images. The design of the collimator is the 

primary factor determining the resolution-noise tradeoff in the image data and thus is an 

important determinant of image quality.

The CDR function (CDRF) describes the probability that photons emitted from a point in 

space will be detected at each point in the detection plane. The CDRF can be decomposed 

into 4 components that affect the quality of SPECT images. The intrinsic response function 

(IRF) describes the response of the detector to a perfectly collimated point source; its 

integral represents the efficiency of the detector. The IRF is determined by the uncertainty in 

position estimation, which, for a scintillation camera, is due to the statistical variation of the 

estimated interaction position in the crystal. For such cameras the intrinsic resolution can be 

well modeled as a Gaussian function and is typically assumed to be invariant across the 

detector surface.

The other 3 components of the CDRF depend on the collimator characteristics and the 

photon energy. This includes the geometric (GRF), septal penetration (SPRF) and septal 

scatter (SSRF) response functions that describe the probabilities that photons emitted from a 

point are detected after passing through the collimator holes, penetrating the septa, or 

scattering in the septa, respectively. All of these components are spatially varying. The GRF 

can be modeled analytically by calculating a distance dependent response function that is 

typically averaged in the direction parallel to the detector surface. The CDR can be modeled 

in an iterative reconstruction algorithm (Metz et al 1980, Tsui et al 1988, Zeng and Gullberg 

1992). Reconstruction-based compensation has been shown to provide accurate quantitation 

(Pretorius et al 1998) and improved lesion detection in the context of thoracic Ga-67 citrate 

SPECT (Gifford et al 2000b). The SPRF and SSRF are difficult to treat analytically and 

must be modeled using Monte Carlo (MC) simulation techniques. The relative importance of 

these components largely depends on the collimator parameters and the energy of the 

incident photons. For example, for a collimator with a relatively small aspect ratio, defined 

as the ratio of hole length to the hole size, septal scatter and penetration are non-negligible 

factors and potentially important.

The major goal of this work was to find the optimal combination of collimator and CDR 

modeling that optimized the tradeoff between efficiency and resolution in the context of 

myocardial perfusion SPECT. We investigated a family of collimators that spanned a wide 

range of sensitivity and resolution tradeoffs. We compared three different CDR 
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compensation schemes: modeling the full CDR including the geometric, septal penetration, 

and septal scatter responses; the geometric response only; and the case when no CDR model 

was used, i.e. modeling the acquisition as the sum through the activity distributions of strips 

perpendicular to the detection plane and with widths defined by the projection bin size. For 

all the cases, other effects such as attenuation, scatter, and energy resolution were modeled. 

Investigating various levels of CDR compensation is of interest because increasing levels of 

realism in CDR modeling require additional computational costs. So, clinically, images are 

often reconstructed with geometric or no CDR compensation. Full CDR compensation is 

not, to our knowledge, implemented commercially. It is thus interesting to know if the 

optimal collimator is different depending on the level of approximation in the CDR 

modeling.

It is important to optimize the resolution-sensitivity tradeoff and compare the different 

compensation methods for a given imaging task, such as estimation, i.e. quantifying 

parameters of interest using the given image data (Lau et al 2001, Inoue et al 2004, Moore et 

al 2005), or classification, i.e. deciding to which class a patient belongs based on an image 

(Tsui 1978, Tsui et al 1983, Myers et al 1990, Moore et al 1995, 2005, Narayanan et al 

2002, Zeng and Gullberg 2002, Gross et al 2003, Zhou and Gindi 2009). In this work, we 

focused on a binary defect detection task in which an observer was asked to classify a given 

image as either containing or not containing a defect. Ideally, human observers would be 

used to evaluate imaging systems. However, they are slow and expensive. To overcome 

these limitations, model observers have been proposed to optimize imaging systems (Barrett 

et al 1993). Model observers are mathematical operators, either linear or non-linear, that act 

on an image to extract some information and return a test statistic or decision variable that is 

then compared with a decision threshold to decide whether the signal is present or absent. A 

receiver operating characteristic (ROC) curve is then constructed by calculating the true 

positive fraction (TPF) and false positive fraction (FPF) pair for each decision threshold. 

The performance of a specific observer can be characterized by the ROC curve and the area 

under that curve (AUC) (Metz 1978). We used 2 classes of model observers: the Ideal 

Observer (IO) and its extension, the Ideal Observer with Model Mismatch (IO-MM) (Ghaly 

et al 2012, 2013, 2015) operating on projection images, and an anthropomorphic model 

observer, the Channelized Hotelling Observer (CHO) (Myers and Barrett 1987), to assess 

the performance of the human observers on reconstructed images.

The IO is a model observer that outperforms all other observers and sets an upper limit on 

task performance (Barrett and Myers 2004). Because the IO requires full knowledge of the 

data statistics, it is extremely difficult in practice to apply to reconstructed images. A further 

limitation of the IO is that, since it has perfect knowledge of the image formation process, 

including all physical processes and factors that degrade image quality (e.g. finite energy 

resolution, scatter, attenuation, CDR, etc), its performance reflects the best achievable with 

perfect compensation. When human observers interpret SPECT images that are 

reconstructed with imperfect or even no CDR compensation, as is often the case clinically, 

the optimum reconstruction parameters and ultimate performance may thus differ from those 

identified by the IO. The IO-MM is an observer that takes into account the mismatch 

between the true (complete and accurate) model and that used in reconstruction, and it 
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allows optimization of acquisition and instrumentation parameters in the absence or 

presence of non-ideal compensation methods in the IO framework (Rong et al 2013, Ghaly 

et al 2015). The CHO (Myers and Barrett 1987) is a model observer that has shown good 

agreement with human observers in a variety of clinical application and tasks (Yao and 

Barrett 1992, Wollenweber et al 1999, Gifford et al 2000a, 2005, Frey et al 2002, 

Farncombe et al 2004, He et al 2004, Oldan et al 2004, Gilland et al 2006). The CHO is 

typically applied to reconstructed images, and thus, for a fair comparison, requires 

optimization of reconstruction and regularization parameters (e.g. iteration number and 

cutoff frequency of post-reconstruction smoothing filters). Thus, optimizing imaging 

systems in the projection domain using the IO and IO-MM is appealing in part because it 

avoids the need to select and optimize the reconstruction algorithm and associated 

compensation methods.

In this work, we evaluated the performance of the IO (which had a perfect model of CDR) 

and IO-MM (which had either no model or a model of the geometric CDR only). We 

investigated and compared the optimal collimator for each compensation method. We also 

compared the performance of the IO and IO-MM to an anthropomorphic model observer 

(CHO) applied to Ordered-Subset Expectation-Maximization (OS-EM) reconstructed 

images for the same compensation methods. This was done to validate the utility of the IO 

and IO-MM for optimizing instrumentation in the projection domain.

2. Methods

2.1. Phantom population and projection data

In this study, we were interested in the task of detecting a fixed signal in a realistic and 

randomly varying background. To model background variability, including anatomical and 

tracer uptake variations, we used a realistic digital phantom population, based on the 3D 

Extended CArdiac Torso (XCAT) phantom, and the corresponding Tc-99m projection 

database. A full description of the phantom database is given in (Ghaly et al 2014). The 

population consists of 54 phantoms, including anatomical models for both genders and 3 

(small, medium and large) body habitus, subcutaneous adipose tissue thicknesses, and heart 

sizes.

We simulated anterolateral and inferior perfusion defects with variable extents and 

severities, as shown in table 1. The extent and severity were defined as the fraction of the 

left ventricular myocardial volume and reduction of uptake in the perfusion defect relative to 

the normal myocardium, respectively. The extent and severity of the defect were chosen to 

be challenging and clinically relevant, and their product was kept constant to model constant 

reduction of the activity in the myocardium. Figure 1 shows short axis images of hearts with 

defects in either the anterolateral or inferior wall.

We investigated a family of eight parallel hole collimators, labeled C1 to C8, spanning a 

wide range of sensitivity and resolution tradeoffs, as shown in figure 2. The parameters of 

collimator C2 were chosen to match the resolution and sensitivity of the GE-LEHR 

collimator, a standard collimator commonly used in clinic for MPS imaging. We calculated 

the collimator parameters for each given resolution using standard formulas (Beck and 
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Redtung 1985, Moore et al 2005). The hole-length was 32 mm for all collimators, which 

was the hole-length that maximized the sensitivity for a septal penetration criterion of 0.3% 

at 140 keV. The hole diameter and the septal thickness of the different collimators are 

reported in figure 2. Figure 3 shows sample noise-free and noisy projection images for the 

different collimators.

To compare the different CDR compensation methods, for each collimator, projections of 

the phantom population were simulated using an analytical projector that modeled 

attenuation (A), scatter (S) and the three CDR models. The three models studied were (1) F 

(full CDR including geometric, septal penetration and septal scatter response components) 

using pre-calculated CDRF tables obtained from MC simulations (Frey and Tsui 2006, Song 

et al 2011), (2) G (geometric response) using distant-dependent Gaussian functions and (3) 

N (no model). We modeled a GE Infinia dual-head SPECT system with a 9.5 mm thick 

NaI(Tl) crystal and a Gaussian intrinsic resolution with a FWHM of 4.0 mm. We simulated 

non-circular body-contouring orbits and projections acquired at 60 equispaced angles over a 

180° acquisition arc extending from 45° right anterior oblique to 45° left posterior oblique. 

Projection images were binned in a 128 × 114 matrix with a pixel size of 0.442 cm.

We separately generated noise-free Tc-99m projection data for the heart, liver, and body 

(including all other organs) for each phantom. This enabled us to separately scale the 

individual projection images of the different organs using random scale factors obtained 

from distributions that were based on data from a set of 34 patients who underwent MPS. 

We could then sum the scaled projections before simulating Poisson noise to generate an 

uptake realization. In this study, we modeled an injected activity of 10mCi of Tc-99m 

sestamibi and a total acquisition time of 13 min using a 2-camera system. Figure 4 shows 

noise-free projection images for the different collimators and the various CDR modeling 

methods.

2.2. Ideal observer (IO) and ideal observer with model mismatch (IO-MM)

In SPECT, given an object, f, the projection data, g, can be represented by:

(1)

where pt(․) is a projection operator that maps the object f to the projection space and n is the 

Poisson measurement noise.

For a binary detection task, the two hypotheses to be tested can be written as:

(2)

(3)

where H0 and H1 are the hypotheses that a signal (i.e. perfusion defect) is absent or present, 

respectively, and bt and st are the projection images of the background, fb, and signal, fs, 

generated using the operator pt(․), respectively.
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For the IO-MM and a binary decision task, the two hypotheses to be tested can be 

represented mathematically by:

(4)

(5)

where g was the input projection image generated using (1), and the background and signal 

projection images, bm and sm respectively, were generated using the approximate model, 

pm(․).

The IO and IO-MM use the likelihood ratio (LR) of defect-present versus defect-absent as 

the test statistic. In the standard IO, we tested the hypothesis (H0 versus H1) that a signal 

(i.e. perfusion defect) is absent or present in a random background, where both the signal 

and the background images were generated using the true model (pt(․)) of the image 

formation process. For the IO-MM, we tested the hypothesis (  versus ), where the 

signal and the background images provided to the observer were generated using an 

approximate model pm(․). Thus the IO-MM is analogous to reconstruction using an 

approximate model of the imaging physics.

For each collimator, we computed IO and IO-MM test statistics. The IO had, by definition, a 

model of all image-degrading factors, so we denoted it as IO-ASF (A and S stand for the 

inclusion of attenuation and scatter modeling, respectively). The IO-MM had either no 

model of the CDR (IO-MM-ASN) or a GRF model only (IO-MM-ASG). Following the 

methodologies adopted in (Kupinski et al 2003, He et al 2008, Ghaly et al 2015), we 

computed the test statistics using a Markov Chain Monte Carlo (MCMC) method for an 

ensemble of 6480 pairs of defect-present and defect-absent projection images modeling 

different anatomical and uptake variations. The projection data were contained within a 64 × 

24 pixel region of interest centered over the heart centroid in each of the 60 projection 

views. This ensured that the whole heart was included inside the volume-of-interest. For 

each collimator, the IO and IO-MM test statistics were used as inputs to the ROCkit code 

(Metz et al 1998), which fits a binormal ROC curve to the input data to estimate the AUC 

value.

2.3. Application of the channelized hotelling observer

We used an anthropomorphic CHO as a surrogate for human observer performance, and 

compared performance for the various collimators and CDR compensation methods to those 

obtained from the IO and IO-MM. We performed CHO studies on images reconstructed 

using the Ordered-Subsets Expectation-Maximization (OS-EM) algorithm for three 

combinations of compensations: (1) attenuation, scatter and full CDR modeling (CHO-

ASF); (2) attenuation, scatter and spatially varying geometric response modeling (CHO-

ASG); and (3) attenuation, scatter and no CDR modeling (CHO-ASN). For the CHO-ASF 

and CHO-ASG compensation methods, images for the first 10 iterations were saved for 

collimators C1 to C5, images for the first 20 iterations were saved for C6, and images for the 

first 30 iterations were saved for collimators C7 and C8. Higher iterations with methods that 
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included modeling of either the full CDR or the GRF only and lower resolution collimators 

were saved due to the fact that these reconstructions tend to converge more slowly. For 

CHO-ASN, we saved the first 10 iterations for all collimators since convergence was rapid. 

We used twelve subsets with five projections/subset in the OS-EM algorithm. Figure 5 

shows sample transaxial slices from images reconstructed using the different CDR 

compensation methods.

For each collimator and the compensation methods ASG and ASN, we simulated 20 pairs of 

input projection images per defect per phantom, leading to a total of 6480 pairs of defect-

present and defect-absent images. For the ASF compensation method, we limited the 

number of input projection images to 5 pairs per defect per phantom, leading to a total of 

1620 pairs. We chose a smaller number of pairs because of the computational cost 

associated with incorporating the full CDR model into the reconstruction. For each final 

number of iterations, images were filtered using a low pass Butterworth filter with order 8 

and cutoff frequencies of 0.08, 0.1, 0.12, 0.14, 0.16, 0.2 and 0.24 pixel−1. We then extracted 

the short axis image containing the center of the defect and applied the CHO. In this study, 

we used four non-overlapping difference-of-mesa frequency channels (Myers and Barrett 

1987, Burgess et al 1997) with successively doubling widths and a starting frequency of 0.5 

pixel−1. We used a leave-one-out technique to estimate the test statistics, where the CHO 

was trained using all images but one and tested using the left-out image, one-by-one for all 

images. These test statistics were used as inputs to the ROCkit code to estimate the AUC 

(Metz et al 1998). For each collimator and compensation method, the iteration and cutoff 

frequency giving the highest AUC were selected as optimal.

3. Results and discussion

3.1. IO and IO-MM studies

Figure 6 shows a plot of the AUC values for the different collimators of the IO (i.e. the case 

where the observer used the full CDR model) and the IO-MM, for the cases where CDR was 

modeled using the GRF only and no model. Note that the error bars were very small 

(~0.005). The IO, which included the full CDR, suggested that a collimator with a full-width 

at half-maximum (FWHM) of 9–11 mm (C3–C4) at 10 cm was optimal. Collimators with 

FWHM of 9 mm (C3) and 7 mm (C2) were optimal when the observer incorporated an 

approximate model (GRF only) or when it did not include a model for the CDR, 

respectively. We also noted that IO-MM observer performance degraded more for higher 

sensitivity/poorer resolution collimators, due to the progressively increased mismatch 

between the models incorporated in the IO-MM and the true full CDR model.

These results suggest that the closer the model used by the observer to the true model, the 

higher the observer performance, and the more the optimal collimator shifts toward poorer 

resolution. This result indicates the primary importance of statistical noise in a detection 

task. It may be tempting to argue that resolution compensation makes up for poorer 

resolution more effectively than filtering makes up for poorer sensitivity, but resolution 

compensation still requires the presence of some signal at high spatial frequencies, so the 

result is not necessarily intuitively obvious.
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Our results also suggest that it is important to take into account the effects to be modeled 

(compensated for) in the reconstruction when optimizing the collimator. In other words, 

these data suggest that simultaneous optimization of the reconstruction/compensation 

methods and instrumentation produces optimal results. In this regard, we tested the 

statistical significance of the differences between the AUC value of the IO-ASF, at the 

optimal collimator (C4), and the AUC values of the IO-MM-ASG and IO-MM-ASN at the 

corresponding optimal collimators, C3 and C2, respectively, using a 2-sided t-test. The tests 

indicated that the differences between the AUC values when using the full and the geometric 

responses were not statistically significant, at a 95% confidence level, with a p-value of 

0.34. However, the differences between the AUC values when using full and no CDR 

modeling were statistically significant, with a p-value less than 10−10. ROC curves for the 

optimal collimators and the three CDR modeling methods are shown in figure 7. These data 

suggest that, when using a good model of the CDR, poorer resolution/higher sensitivity 

collimators than the GE-LEHR collimator were optimal for MPS. This agrees with previous 

results as reported in (Zhou and Gindi 2009, Zeng and Gullberg 2002, He et al 2008) for 

different clinical tasks.

We analyzed observer performance as a function of defect location (figure 8) and extent and 

severity (figure 9). The observers performed better on detecting the anterolateral defects 

than on defects located at the inferior wall of the myocardium. This is likely because of the 

effect of high uptake in the liver, which reduced the visibility of inferior wall defects due to 

partial volume effects, or greater photon attenuation, resulting in higher noise in the inferior 

wall. The optimal collimators using the various CDR modeling methods did not change for 

the different locations. Figure 9, shows that the observers’ performances degraded when the 

defect severity decreased. We also observed dependence of the optimal collimator on defect 

size: the optimal collimator shifted toward poorer resolution as the defect size increased. 

This result is again consistent with an overall finding that noise is a primary factor in 

detection performance.

3.2. CHO study

3.2.1. Optimization of reconstruction parameters—Figure 10 shows 2D contour 

plots of the AUC values as a function of the iteration number and the Butterworth post-

reconstruction filter cutoff frequency for the different compensation methods. The plots 

correspond to collimators with FWHM of 11 (C4), 9 (C3) and 7 mm (C2) at 10 cm for 

compensation methods ASF, ASG and ASN, respectively; as will be shown below, these 

collimators were optimal for each of these methods. Table 2 shows the optimal cutoff 

frequency and iteration for each collimator and compensation method. Figure 11 shows 

short axis images reconstructed using the different compensation methods and optimal 

reconstruction parameters. From the data in table 2, more iterations were required for 

compensation methods that incorporated CDR compensation. The optimal number of 

iterations also increased for poorer resolution collimators. We observed that there was a 

relatively large region of near-optimal cutoff frequencies. This may be due to the fact that 

there was a range of defect sizes and a different cutoff frequency was optimal for each 

defect size.
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3.2.2. Comparison of compensation methods—A plot of the AUC for the different 

collimators and compensation methods is shown in figure 12. Again, as was the case with 

the IO, the error bars were very small (~0.004). CHO performance for the various 

compensation methods was very similar to the performance of the IO and IO-MM. The 

optimal collimator when compensating for the full CDR had a FWHM of 7–11 mm at a 

distance of 10 cm (C2–C4), and the differences between the AUC values of the three 

collimators were statistically indistinguishable when tested using a 2-sided t-test (i.e. had a 

p-value > 0.05). As was observed with the IO and IO-MM, approximating the CDR by the 

GRF or when no model was used, the optimal collimator shifted toward higher resolution.

We compared the optimal collimators obtained when using the IO and IO-MM versus the 

CHO to evaluate the different compensation methods, as shown in table 3. We found that the 

IO and IO-MM well predicted the optimal resolution range indicated by the CHO for the 

different compensation methods. However, estimating the IO and IO-MM performance on 

projection images was faster by factors of ~28, 8 and 2 than estimating the CHO operating 

on reconstructed images using ASF, ASG and ASN compensations, respectively. The results 

also suggested that compensating for the geometric response component of the CDR yielded 

similar performance as full CDR compensation, and there was little benefit from 

computationally expensive full CDR compensation.

4. Conclusions

In this work, we sought the collimator that optimizes the tradeoff between efficiency and 

resolution and compared various levels of realism of CDR compensation in terms of 

performance on a defect detection task. The study was performed in the context of 

myocardial perfusion SPECT using Tc-99m labeled agents using a realistic simulated 

phantom population with anatomical and uptake variability. We used 2 classes of model 

observers: the IO and its extension, the IO-MM, operating on projection images, and an 

anthropomorphic CHO, to assess the performance of the human observers on reconstructed 

images.

The optimal collimator for the IO, had an FWHM system resolution of 9–11 mm at 10 cm 

from the collimator face, which is poorer resolution than typical collimators used for MPS 

and was very similar to the optimal resolution range for the CHO when operating on images 

reconstructed using full CDR compensation. For projection and image domain observers, the 

more realistic the CDR modeling incorporated, the poorer the resolution of the optimal 

collimator. The IO-MM and CHO had the same rankings and gave similar optimal 

collimators for the different compensation methods. The results also suggested that 

compensating for the geometric response component of the CDR yielded similar 

performance as full CDR compensation, and there was little benefit from computationally 

expensive full CDR compensation.

Finally, based on these results, the IO provides a powerful tool for optimizing 

instrumentation in the projection domain in cases where good models (i.e. having small 

mismatch with the true model) of the true image formation process are incorporated into the 

reconstruction algorithm. The results also indicate that the IO-MM is useful as a surrogate 
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for optimizing acquisition and instrumentation in cases where there is significant model 

mismatch in the reconstruction methods used to generate images for human observer MPS 

defect detection.

References

Barrett HH, Yao J, Rolland JP, Myers KJ. Model observers for assessment of image quality. Proc Natl 
Acad. Sci. USA. 1993; 90:9758–9765. [PubMed: 8234311] 

Barrett, HH.; Myers, KJ. Foundations of Image Science. Hoboken, NJ: Wiley-Interscience; 2004. 

Beck RN, Redtung LD. Collimator design using ray-tracing techniques. IEEE Trans. Nucl. Sci. 1985; 
32:865–869.

Burgess AE, Li X, Abbey CK. Visual signal detectability with two noise components: anomalous 
masking effects. J. Opt. Soc. Am. A. 1997; 14:2420–2442.

Farncombe TH, Gifford HC, Narayanan MV, Pretorius PH, Frey EC, King MA. Assessment of scatter 
compensation strategies for Ga-67 SPECT using numerical observers and human LROC studies. J. 
Nucl. Med. 2004; 45:802–812. [PubMed: 15136630] 

Frey, E.; Tsui, B. Quantitative Analysis in Nuclear Medicine Imaging. Berlin: Springer; 2006. p. 
141-166.

Frey EC, Gilland KL, Tsui BMW. Application of task-based measures of image quality to 
optimization and evaluation of three-dimensional reconstruction-based compensation methods in 
myocardial perfusion SPECT. IEEE Trans. Med. Imag. 2002; 21:1040–1050.

Ghaly M, Du Y, Fung GS, Tsui BM, Links JM, Frey E. Design of a digital phantom population for 
myocardial perfusion SPECT imaging research. Phys. Med. Biol. 2014; 59:2935–2953. [PubMed: 
24841729] 

Ghaly M, Links J, Du Y, Frey E. Importance of including model mismatch in ideal observer-based 
acquisition parameter optimization in SPECT. Society of Nuclear Medicine Annual Meeting 
Abstracts. 2012; 53:326.

Ghaly M, Links JM, Du Y, Frey EC. Model mismatch and the ideal observer SPECT. Proc. SPIE. 
2013; 8673:86730K.

Ghaly M, Links JM, Frey E. Optimization of energy window and evaluation of scatter compensation 
methods in myocardial perfusion SPECT using the ideal observer with and without model 
mismatch and an anthropomorphic model observer. J. Med. Imag. 2015; 2:015502.

Gifford HC, King MA, de Vries DJ, Soares EJ. Channelized hotelling and human observer correlation 
for lesion detection in hepatic SPECT imaging. J. Nucl. Med. 2000a; 41:514–521. [PubMed: 
10716327] 

Gifford HC, King MA, Wells RG, Hawkins WG, Narayanan MV, Pretorius PH. LROC analysis of 
detector-response compensation in SPECT. IEEE Trans. Med. Imag. 2000b; 19:463–473.

Gifford HC, King MA, Pretorius PH, Wells RG. A comparison of human and model observers in 
multislice LROC studies. IEEE Trans. Med. Imag. 2005; 24:160–169.

Gilland KL, Tsui BMW, Qi YJ, Gullberg GT. Comparison of channelized hotelling and human 
observers in determining optimum OS-EM reconstruction parameters for myocardial SPECT. 
IEEE Trans. Nucl. Sci. 2006; 53:1200–1204.

Gross K, Kupinski MA, Peterson T, Clarkson E. Optimizing a multiple-pinhole SPECT system using 
the ideal observer. Medical Imaging 2003: Image Perception, Observer Performance, and 
Technology Assessment. 2003; 5034:314–322.

He X, Caffo BS, Frey EC. Toward realistic and practical ideal observer (IO) estimation for the 
optimization of medical imaging systems. IEEE Trans. Med. Imag. 2008; 27:1535–1543.

He X, Frey EC, Links JM, Gilland KL, Segars WP, Tsui BMW. A mathematical observer study for the 
evaluation and optimization of compensation methods for myocardial SPECT using a phantom 
population that realistically models patient variability. IEEE Trans. Nucl. Sci. 2004; 51:218–224.

Inoue Y, Shirouzu I, Machida T, Yoshizawa Y, Akita F, Minami M, Ohtomo K. Collimator choice in 
cardiac SPECT with I-123-labeled tracers. J. Nucl. Cardiol. 2004; 11:433–439. [PubMed: 
15295412] 

Ghaly et al. Page 10

Phys Med Biol. Author manuscript; available in PMC 2017 March 07.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



Kupinski MA, Hoppin JW, Clarkson E, Barrett HH. Ideal-observer computation in medical imaging 
with use of Markov-chain Monte Carlo techniques. J. Opt. Soc. Am. A. 2003; 20:430–438.

Lau YH, Hutton BF, Beekman FJ. Choice of collimator for cardiac SPET when resolution 
compensation is included in iterative reconstruction. Eur. J. Nucl. Med. 2001; 28:39–47. [PubMed: 
11202450] 

Metz CE. Basic principles of ROC analysis. Semin. Nucl. Med. 1978; 8:283–298. [PubMed: 112681] 

Metz CE, Atkins FB, Beck RN. The geometric transfer-function component for scintillation camera 
collimators with straight parallel holes. Phys. Med. Biol. 1980; 25:1059–1070. [PubMed: 
7208618] 

Metz CE, Herman BA, Roe CA. Statistical comparison of two ROC-curve estimates obtained from 
partially-paired datasets. Med. Decis. Making. 1998; 18:110–121. [PubMed: 9456215] 

Moore SC, Devries DJ, Nandram B, Kijewski MF, Mueller SP. Collimator optimization for lesion 
detection incorporating prior information about lesion size. Med. Phys. 1995; 22:703–713. 
[PubMed: 7565359] 

Moore SC, Kijewski MF, El Fakhri G. Collimator optimization for detection and quantitation tasks: 
application to gallium-67 imaging. IEEE Trans. Med. Imag. 2005; 24:1347–1356.

Myers KJ, Barrett HH. Addition of a channel mechanism to the ideal-observer model. J. Opt. Soc. Am. 
A. 1987; 4:2447–2457. [PubMed: 3430229] 

Myers KJ, Rolland JP, Barrett HH, Wagner RF. Aperture optimization for emission imaging—effect 
of a spatially varying background. J. Opt. Soc. Am. A. 1990; 7:1279–1293. [PubMed: 2370590] 

Narayanan MV, Gifford HC, King MA, Pretorius PH, Farncombe TH, Bruyant P, Wernick MN. 
Optimization of iterative reconstructions of Tc-99m cardiac SPECT studies using numerical 
observers. 2001 IEEE Nuclear Science Symp., Conf. Records. 2002; 1–4:2156–2160.

Oldan J, Kulkarni S, Xing YX, Khurd P, Gindi G. Channelized hotelling and human observer study of 
optimal smoothing in SPECT MAP reconstruction. IEEE Trans. Nucl. Sci. 2004; 51:733–741.

Pretorius PH, King MA, Pan TS, de Vries DJ, Glick SJ, Byrne CL. Reducing the influence of the 
partial volume effect on SPECT activity quantitation with 3D modelling of spatial resolution in 
iterative reconstruction. Phys. Med. Biol. 1998; 43:407–420. [PubMed: 9509535] 

Rong X, Ghaly M, Frey EC. Optimization of energy window for 90Y bremsstrahlung SPECT imaging 
for detection tasks using the ideal observer with model-mismatch. Med. Phys. 2013; 40:062502. 
[PubMed: 23718607] 

Song N, Du Y, He B, Frey EC. Development and evaluation of a model-based downscatter 
compensation method for quantitative I-131 SPECT. Med. Phys. 2011; 38:3193–3204. [PubMed: 
21815394] 

Tsui BMW. Correction to a comparison of optimum detector spatial-resolution in nuclear imaging 
based on statistical-theory and observer performance. Phys. Med. Biol. 1978; 23:1203–1205. 
[PubMed: 733913] 

Tsui BM, Hu H-B, Gilland DR, Gullberg GT. Implementation of simultaneous attenuation and 
detector response correction in SPECT. IEEE Trans. Nucl. Sci. 1988; 35:778–783.

Tsui BMW, Metz CE, Beck RN. Optimum detector spatial-resolution for discriminating between 
tumor uptake distributions in scintigraphy. Phys. Med. Biol. 1983; 28:775–788. [PubMed: 
6611654] 

Wollenweber SD, Tsui BMW, Lalush DS, Frey EC, LaCroix KJ, Gullberg GT. Comparison of 
hotelling observer models and human observers in defect detection from myocardial SPECT 
imaging. IEEE Trans. Nucl. Sci. 1999; 46:2098–2103.

Yao J, Barrett HH. Predicting human-performance by a channelized hotelling observer model. Proc. 
Soc. Photo-Opt. Ins. 1992; 1768:161–168.

Zeng GL, Gullberg GT. Frequency-domain implementation of the 3-dimensional geometric point 
response correction in spect imaging. IEEE Trans. Nucl. Sci. 1992; 39:1444–1453.

Zeng GSL, Gullberg GT. A channelized-hotelling-trace collimator design method based on 
reconstruction rather than projections. IEEE Trans. Nucl. Sci. 2002; 49:2155–2158.

Zhang B, Zeng GL. High-resolution versus high-sensitivity SPECT imaging with geometric blurring 
compensation for various parallel-hole collimation geometries. IEEE Trans. Inf. Technol. Biomed. 
2010; 14:1121–1127. [PubMed: 20460211] 

Ghaly et al. Page 11

Phys Med Biol. Author manuscript; available in PMC 2017 March 07.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



Zhou LL, Gindi G. Collimator optimization in SPECT based on a joint detection and localization task. 
Phys. Med. Biol. 2009; 54:4423–4437. [PubMed: 19556684] 

Ghaly et al. Page 12

Phys Med Biol. Author manuscript; available in PMC 2017 March 07.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



Figure 1. 
Sample short axis images showing hearts with defects present in the anterolateral (top) and 

inferior (bottom) myocardium with extents of 5%, 10% and 25% from left to right. For 

illustrative purposes, defects shown have 100% severity.
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Figure 2. 
Plot of the resolution-sensitivity tradeoff for the collimators investigated in this study. The 

resolution is the total system (geometric + intrinsic) FWHM resolution at 10 cm from the 

collimator face and the geometric sensitivity is relative to that of the GE-LEHR collimator 

(C2). On the right, the corresponding hole diameter and the septal thickness of the different 

collimators are reported.
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Figure 3. 
Noise-free (top) and noisy (bottom) projection images obtained using collimators C1 to C8 

(from left to right). From left-to-right note the decreasing noise and sharpness of the images, 

as expected. Images were displayed using a logarithmic map to better show the low activity 

organs.
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Figure 4. 
Sample noise-free projection images using the collimators C1 to C8 (from left to right) when 

modeling the full CDR (top), the GRF only (middle) and no CDR modeling (bottom). 

Images were displayed using a logarithmic map to better show the low activity organs.
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Figure 5. 
Sample transaxial images containing the center of mass of the heart centroid for different 

phantoms and the corresponding attenuation maps (rows 1 and 2). Rows 3 to 5 show the 

corresponding reconstructed image slices using collimator C2 and ASF, ASG and ASN 

compensation methods after 36 updates.
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Figure 6. 
Performances of the IO and IO-MM observers as represented by the AUC for the different 

collimators and CDR modeling methods.
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Figure 7. 
ROC curves for the optimal collimators for three different CDR modeling methods.
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Figure 8. 
Observers’ performances for the different defect locations.
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Figure 9. 
Observers’ performances for the different defect extent-severity combinations.
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Figure 10. 
2D contour plots of the AUC values as a function of the iteration number and the 

Butterworth filter cutoff frequency for the different compensation methods using the optimal 

collimators.
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Figure 11. 
Sample short axis of defect-free images corresponding to the optimal reconstruction 

parameters for collimators C1 to C8 (from left to right) reconstructed using compensation 

methods ASF (top), ASG (middle) and ASN (bottom).
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Figure 12. 
Plot of AUC values for the different collimators and CDR compensation methods using 

optimal reconstruction parameters.
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Table 1

Parameters of the simulated defects.

Defect Location Extent (%) Severity (%)

dI,1 Inferior 5 50

dA,1 Anterolateral 5 50

dI,2 Inferior 10 25

dA,2 Anterolateral 10 25

dI,3 Inferior 25 10

dA,3 Anterolateral 25 10
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