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Transcriptional errors and the drift barrier

David M. McCandlish?® and Joshua B. Plotkin®’

Population genetics predicts that the balance be-
tween natural selection and genetic drift is determined
by the population size. Species with large population
sizes are predicted to have properties governed
mainly by selective forces; whereas species with small
population sizes should exhibit features governed by
mutational processes alone. This “drift-barrier hypothe-
sis” has been successful in explaining extensive variation
in genome size, mutation rate, transposable element
abundance, and other molecular features across
diverse taxa (1-3). However, in PNAS Traverse and
Ochman (4) report a striking exception to this theory
by showing that transcriptional error rates are nearly
equal across several bacterial species with very differ-
ent population sizes.

Although the term “drift barrier” was coined in
the context of mutation rates (5), the drift-barrier
hypothesis applies to any heritable trait (e.g., ref.
6), and so it can provide a simple explanation for
patterns of many molecular traits across the diversity
of life. The explanation relies on the fact that muta-
tions whose effects on fitness are smaller than the
inverse of the population size behave like neutral
mutations. As a result, natural selection will tend to
optimize a trait until the selective benefits of further
optimization are smaller than the inverse of the pop-
ulation size (7): that is, until the population hits the
drift barrier. Because the location of the drift barrier
depends on the population size, so too should the
values of these phenotypic traits. Thus, differences
in population size among species can explain a con-
certed syndrome of traits at the cellular and molec-
ular levels (1-3, 5, 6).

In the context of broad empirical support for the
drift-barrier hypothesis, the results of Traverse and
Ochman (4) are particularly surprising. Using a Circ-
Seq (8) strategy (based on the sequencing of short,
circularized fragments of mMRNA that are copied mul-
tiple times by rolling-circle amplification before
sequencing) to reduce errors in high-throughput se-
quencing, Traverse and Ochman measured tran-
scriptional error rates in Escherichia coli along
with two endosymbiotic prokaryotes, Buchnera

aphidicola and Carsonella ruddii. These endosymbi-
onts feature dramatically reduced genome sizes, in-
creased mutation rates, and other features typical of
their small population sizes, including the loss of
several transcriptional fidelity factors (4). Neverthe-
less, Traverse and Ochman report less than twofold
variation in the rates of transcriptional errors among
these three species. This result is in sharp contrast to
mutation rates, which differ by orders of magnitude
between species (5).

Possible Explanations for Conserved Error
Rates

What could explain the apparent constancy of tran-
scriptional error rates across species with such different
population sizes? One hypothesis we must consider is
errors in the sequencing procedure itself. If the rate of
sequencing error exceeds the true transcriptional error
rates, then it would give the impression of constant error
rates. However, this does not appear to be the expla-
nation. The CircSeq protocol (8) sequences the same
nucleotide fragments several times in tandem, allowing
errors in sequencing to be identified by differences
among these tandem copies, rather than between the
genome and the tandem copies. This procedure
produces error rates of less than 10°¢ per base (8),
much lower than the transcriptional error rates of
3.4x 107° to 5.1 x 107° reported by Traverse and
Ochman (4). Furthermore, as the quality score cut-
off used in their analysis increases, the error rates
inferred by Traverse and Ochman decrease and
then asymptote. This observation suggests that the
sequencing error rate for low-quality scores ex-
ceeds the transcription error rate, but that at high-
quality score sequencing errors are reduced to a
level that permits stable, accurate measurement
of transcriptional errors.

If we rule out experimental noise, then we must
face the difficult task of providing a genuine bi-
ological explanation for Traverse and Ochman'’s (4)
perplexing results. One possible explanation for
constant error rates is that all three species studied
have achieved the minimum transcription error rate
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possible, given the bio-physics of RNA polymerases. This hy-
pothesis seems unlikely, however, in light of the known effects
of mutants and elongation factors thatimprove transcriptional
fidelity (9, 10). Furthermore, a recent study in Caenorhabditis
elegans has reported even smaller transcriptional error rates
(11) than those reported by Traverse and Ochman (4) in these
bacterial species.

A second possibility is that all three species studied by
Traverse and Ochman (4) exhibit the maximum transcriptional
error rate compatible with cellular life, and that any further in-
crease would be so deleterious as to be selected against, even
in Buchnera and Carsonella. However, this alternative expla-
nation also seems unlikely because translational error rates
differ by orders of magnitude between conditions and between
species (5, 12). The total rate of error in protein production is
simply the sum of transcriptional and translational error rates,
and so this hypothesis would make sense only if the cata-
strophic effects of increased transcriptional errors were medi-
ated by nonprotein-based features, such as the production of
aberrant noncoding RNAs.

More complicated hypotheses to explain the results of Tra-
verse and Ochman (4) are also possible. For example, Rajon and
Masel (13) have distinguished between global and local solutions
to the problem of molecular errors. Examples of global solutions
include accurate polymerases and proof-reading factors, whereas
local solutions include the evolution of individual coding se-
quences to mitigate the phenotypic effects of errors. Rajon and
Masel predicted that local solutions are more likely to evolve in
large populations. Traverse and Ochman (4) provide some evi-
dence that E. coli has indeed evolved such local solutions. The au-
thors report that although E. coli and Buchnera have similar
transcriptional error rates, the fraction of these errors that would
result in amino acid changes is substantially lower in E. coli, and in-
deed, lower than expected if errors occurred at random across the
transcriptome. Thus, E. coli coding sequences may have evolved to
ameliorate the effects of transcription errors on proteins, especially in
highly expressed genes, an effect that would be analogous, in
the context of transcription, to codon bias minimizing translational
errors (14).

A fourth hypothesis to reconcile Traverse and Ochman (4)
with the drift-barrier hypothesis is that the effects of transcrip-
tional errors are more deleterious in Buchnera and Carsonella,
per nucleotide, than they are in E. coli. This possibility is not
without merit. Buchnera and Carsonella have so severely com-
pressed genomes that they have likely lost the molecular
complexity, including chaperones, that confers robustness in
E. coli, and they may be unable to recover robustness from their
host. Loss of robustness combined with a constant transcrip-
tional error rate could arise in a model of gene loss following a
rapid decrease in population size, because the mutational tar-
get size for gene loss is large compared with the number of
mildly deleterious point mutations in RNA polymerases.
However, this scenario still fails to explain why the rate of
transcriptional errors is unchanged despite the loss of tran-
scriptional fidelity factors (4).

How Do Transcriptional Errors Influence Fitness?

All of the hypotheses above rest on the assumption that natural
selection acts to minimize the per base transcriptional error rate,
but there may be other selective factors at play, such as a speed-
accuracy trade-off. More generally, the target of selection depends
on how exactly transcriptional errors influence fitness. If cellular
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function depends primarily on the proportion of codons in the
transcriptome that are free of errors, then selection would indeed
directly target the per base transcriptional error rate. On the other
hand, if fitness defects are primarily a result of the energetic cost
of producing nonfunctional proteins, then the strength of selec-
tion would scale with the total amount of nonfunctional protein
produced per cell division, which depends on both the per base
transcriptional error rate and also total protein production per cell
division. By way of comparison, patterns in mutation rates pre-
dicted by the drift-barrier hypothesis best fit empirical data when
selection is assumed to act on the number of errors per exome,
rather than the per base error rate (3).

Another possibility is that the per base transcriptional error rate
is indeed the direct target of natural selection, but selection
pushes this rate toward an intermediate value, rather than min-
imizing it. By producing a diverse set of proteins from a single
genomic sequence, transcriptional errors may sometimes produce

If we rule out experimental noise, then we
must face the difficult task of providing a
genuine biological explanation for Traverse
and Ochman'’s perplexing results.

"error” products that contribute positively to fitness (15). Similarly,
environmental fluctuations may select for bet-hedging behavior
(16), with epigenetic switches triggered by errors in transcription
(17). Either mechanism could result in selection for some degree
of error in transcription.

Any explanation for conserved rates of transcriptional errors
must be consistent with the known variability in rates of trans-
lational errors. Here it is worth noting that the effects of tran-
scriptional errors differ in subtle and important ways from the
effects of translational errors. Although it is true, as Traverse and
Ochman (4) point out, that a given mRNA transcript may be
translated several times so that each transcriptional error may
produce more altered proteins than each translational error, both
sources of error have the same effect on the probability of error per
amino acid in the proteome. The difference is not in the total
probability of error but rather in the spectrum of errors: translation
errors produce a diverse ensemble of proteins, whereas transcrip-
tion errors produce many copies of the same, incorrect protein.
Thus, the fitness effects of the two types of error may differ greatly,
depending on the dose-dependence of the burden (or benefit)
caused by noisy protein production. For example, translational
errors will tend to be more deleterious if a single incorrect protein is
capable of inducing aggregation or toxicity, whereas transcriptional
errors will be more deleterious if multiple identical incorrect
proteins are required to nucleate aggregation. On top of this,
the specific types of errors in protein synthesis differ as well,
because transcriptional errors are predominantly a result of de-
amination of cytosine (4), whereas the spectrum of mistranslation
errors depends on the abundances of tRNAs (18). Thus, simply
estimating the overall rates of transcriptional and translational
errors may be insufficient to understand the effects of such errors.

These complexities in how errors in transcription are trans-
muted into cellular fitness make it difficult to formulate a strong, a
priori hypothesis about how selection should shape these error
rates across species. This uncertainty, in turn, makes the striking
consistency of transcriptional error rates observed across bacterial
taxa (4) all the more surprising.
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