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Abstract: While being long in range and therefore weakly specific, electrostatic interactions are

able to modulate the stability and folding landscapes of some proteins. The relevance of electro-

static forces for steering the docking of proteins to each other is widely acknowledged, however,
the role of electrostatics in establishing specifically funneled landscapes and their relevance for

protein structure prediction are still not clear. By introducing Debye-H€uckel potentials that mimic

long-range electrostatic forces into the Associative memory, Water mediated, Structure, and
Energy Model (AWSEM), a transferable protein model capable of predicting tertiary structures, we

assess the effects of electrostatics on the landscapes of thirteen monomeric proteins and four

dimers. For the monomers, we find that adding electrostatic interactions does not improve struc-
ture prediction. Simulations of ribosomal protein S6 show, however, that folding stability depends

monotonically on electrostatic strength. The trend in predicted melting temperatures of the S6 var-

iants agrees with experimental observations. Electrostatic effects can play a range of roles in bind-
ing. The binding of the protein complex KIX-pKID is largely assisted by electrostatic interactions,

which provide direct charge-charge stabilization of the native state and contribute to the funneling

of the binding landscape. In contrast, for several other proteins, including the DNA-binding protein
FIS, electrostatics causes frustration in the DNA-binding region, which favors its binding with DNA

but not with its protein partner. This study highlights the importance of long-range electrostatics in

functional responses to problems where proteins interact with their charged partners, such as
DNA, RNA, as well as membranes.

Keywords: protein folding; binding; protein2protein interactions; energy landscape theory; long-

range electrostatics; Debye-H€uckel potentials; electrostatically induced frustration
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Introduction

Electrostatic interactions play an important role in

the recognition between proteins. By having appro-

priately charged amino acids placed into the struc-

ture, binding partners can employ electrostatic

interactions to guide their approach prior to making

physical contact.1–4 The importance of such electro-

static guidance in folding dynamics, however, is

unclear, since folding is mainly guided by water

mediated interactions, both hydrophobic and hydro-

philic.5,6 Nevertheless, there is evidence that the

folding funnel is sculpted by both electrostatics and

shorter range forces. In the case of the ribosomal

protein S6, for example, excess surface charges on

the protein not only play the role of structural gate-

keepers in protein-protein interactions, but also

modulate protein stability and the choice of domi-

nant folding route.7,8 It has also been demonstrated

that, for HIV protease, correlated electrostatic muta-

tions can provide additional stability to the protein.

This increased stability can compensate for destabi-

lizing effects that would arise from selected muta-

tions that confer drug resistance.9 These examples

highlight the role that electrostatics plays in folding

at least for some special monomeric proteins that

have peculiarly asymmetric distributions of charged

amino acids.

When proteins associate with molecules includ-

ing DNA, the electrostatic interactions can facilitate

the recognition of the appropriate binding sites. Bar-

star, an inhibitor of barnase, binds quickly to the

enzyme through complementarily charged amino

acids.3,4,10 For many intrinsically disordered pro-

teins (IDP’s), folding and binding are coupled. Many

IDPs are highly charged and their charge distribu-

tion dictates the ensemble of disordered structures

from which recognition commences.11,12 The mecha-

nism of folding and binding is often described as

“induced fit,”13 “population shift,”14 “conformational

selection,”15 or “conformationally and mutually

induced fit”.16 In those cases, the electrostatic inter-

actions can introduce conformational changes when

the partners come into close proximity. Given the

ubiquitous role of electrostatics in functional protein

dynamics, then, it is worth revisiting the role of elec-

trostatics in shaping both folding funnels and bind-

ing landscapes.

Electrostatic effects can be treated using models

with varying levels of descriptions, at varying levels

of computational cost. Electrostatic interactions can

be incorporated into all-atom simulations with

explicit solvent. The Ewald summed Coulomb poten-

tial can be used to avoid the errors that would result

from truncating Coulomb interactions.17–20 In many

implicit solvent models, the electrostatic component

of the solvation free energy can be computed by solv-

ing the Poisson Boltzmann equation.21 A further

level of approximations employs the Generalized

Born solvation model.22 The results of the general-

ized Born model often agree with those found using

explicit solvent treatments but can be achieved at

much less computational expense.23 All-atom mod-

els, while appearing complete, need to be carefully

tuned in order to fold proteins properly.24,25 Fully

atomistic models are also difficult to sample exten-

sively. Fortunately, these days there are coarse-

grained (CG) protein models that already possess

good structural prediction accuracy that can be

sampled more efficiently than fully atomistic mod-

els.26–30 Coarse-grained models whose parameters

are learned from a database using energy landscape

theory have been shown to capture many of the key

physical forces underlying folding despite their

reduction in atomistic detail at the outset. In this

study, we start with one such model, the associative

memory, water mediated, structure and energy

model (AWSEM).26 AWSEM provides a transferable,

coarse-grained, non-additive force field that incorpo-

rates physically motivated potentials, along with

knowledge-based information using the principle of

minimal frustration. The parameters in this force

field are learned using energy landscape theory.31–35

AWSEM is able to predict the native structures of

many proteins from sequence alone with accuracy

comparable to direct homology prediction.26 Further-

more, the predictions made by AWSEM for protein

binding interfaces in dimeric protein assemblies are

excellent.28

The forces in the AWSEM code already involve

local electrostatic interactions with the solvent but

do not account for long range electrostatic interac-

tions. In this article, we incorporate long-range elec-

trostatic interactions into the AWSEM package.

These interactions are introduced by adding Debye-

H€uckel terms.36 These terms average over the ionic

atmosphere that arises from a linear approximation

to the Poisson-Boltzmann equation, which is ordi-

narily adequate when the ionic strength is low. To

highlight the role of long-range electrostatic forces

in structure prediction, protein stability, and dimer

formation, we investigate the predictions from the

model using varying strengths of this term relative

to the usual AWSEM forces. We find that electro-

statics plays a more significant role in shaping the

binding landscape of dimers than for the folding

landscape of monomeric proteins. For monomeric

proteins, unless the protein has a peculiar distribu-

tion of charged amino acids (e.g., the charge var-

iants of protein S6), the addition of long-range

electrostatic interactions does not significantly

improve the quality of structure prediction. The

problem of the mechanism of binding of proteins is

more subtle, as highlighted in several recent

works.37–39 We show that the addition of long range

electrostatics does influence the binding mechanism
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even when the final structure is not changed. Some-

times long range electrostatic interactions not only

provide charge2charge stabilization that funnels the

landscape for binding but also help steer the docking

of intrinsically disordered proteins before structure

formation is completed. For other systems, on the

other hand, long-range electrostatic interactions

cause frustration in the landscape and would seem

to impede protein dimer formation. This frustration

is localized in regions that are targeted specifically

to other charged partners, such as the surfaces of

DNA molecules. Presumably the landscape of the

entire multimeric protein-DNA assembly is funneled

by removing this frustration.

Results

To systematically assess the effects of long-range elec-

trostatic forces on the accuracy of structure predic-

tion of proteins and protein assemblies, we surveyed

a set of monomers and then proceeded to investigate

several dimer systems. In this work, 13 monomers

and 4 dimers were studied. The monomers studied

include twelve a-helical proteins that were previously

studied using the AWSEM to assess its structure pre-

diction capabilities26 while an additional a/b protein,

the protein S6, was also chosen for study because its

charge variants exhibit interesting changes in their

thermodynamics and kinetics of folding.8 The dimers

selected for study generally display folding and bind-

ing that are coupled.28 The native structures of all

the proteins and their assemblies are shown in Fig-

ure 1. Table I. recounts the overall electrostatic char-

acteristics of the proteins found under native pH and

physiological temperatures.

Adding electrostatic interactions does not

improve structure prediction of monomeric

proteins
To assess the importance of long-range electrostatic

forces in structure prediction, we first predicted de

novo the structure of the monomeric proteins using

AWSEM. We used a homologues excluded (HE) frag-

ment memory library. This library explicitly avoids

introducing homology information inadvertently by

using a database of sequences all having less than

20% sequence identity with the target sequence. In

this way the simulation resembles the prediction of

a novel, never before seen fold! The addition of a

long range electrostatic term with a tunable coeffi-

cient (see Eq. (2) in Methods) into the existing

AWSEM code allows us to manipulate the strength

of the Debye-H€uckel (DH) potential by varying the

dielectric constant, Er. We performed simulated

annealing (see Methods) using this augmented force

field for a range of different Er values in order to

understand the specific effects of electrostatics on

folding. For each protein (see Fig. 1 for their native

structures), 30 annealing runs were conducted, and

the best Q (fraction of native contacts) values for

each run were collected and sorted in descending

order. In Figure 2, the resulting annealing profiles

for the twelve a-helical proteins found using differ-

ent strengths of electrostatics are shown. The Q val-

ues of the predicted protein structures ranged

between 0.3 and 0.7. The profiles for three different

Er values are overlaid for comparison. In most cases,

increasing the electrostatic strength (decreasing the

value of Er) does not significantly improve the

annealing profiles. Some differences in the pattern

of variations of the best Q were found for three of

the proteins: 1R69, 3ICB, and 256B. 1R69 does show

a small improvement in Q when the strength

increases; in contrast the variation of electrostatic

forces for 3ICB seems to show little change on vary-

ing Er; 256B does show some improvement in predic-

tion quality when Er is decreased to the value of 6.

These variations are not large enough to suggest

that, in practical terms, there is any significant posi-

tive effect of incorporating electrostatic interactions

on the quality of predicted structures for these

monomers: adding electrostatic interactions does not

greatly influence structure prediction of monomeric

proteins. Structural specificity in folding is not pri-

marily governed by charge-charge interactions.8

Electrostatic effects on folding stability of

charge variants of protein S6
The protein S6 is of particular interest for investi-

gating the role of long range electrostatic forces

because there have been extensive laboratory stud-

ies of how its folding thermodynamics and kinetics

are modulated by electrostatic interactions.

Although wild type S6 has no net charge, it is in

fact rich in charges that, however, have opposite

signs. There is a total of 32 charged residues (16

positive and 16 negative). In experiment, the engi-

neered charge-depleted variant nevertheless main-

tains a native-like solution structure, showing

folding can successfully proceed without having any

charges at all.8 Surface charge-charge interactions

do not appear to be essential to establishing the

specificity of folding funnel. Nevertheless electro-

static effects do play a role in modulating the folding

landscape.40 We simulated electrostatic effects on

the wild-type protein and on two of its charge var-

iants: a super-charged (SC) mutant in which all the

Lys and Arg of the wild-type are mutated to Ser and

a charge-depleted (CD) mutant in which the remain-

ing negatively charged side-chain residues of the SC

are neutralized by protonation (mimicking the acidic

condition at pH 2.3). First, we performed simulated

annealing to assess the electrostatic effects on pre-

dicting the native structure itself. As we found for

the a-helical proteins, long range electrostatics does

not significantly influence the quality of the pre-

dicted native structure (see Supporting Information
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Fig. S2). There are some significant changes in the

annealing profiles (see Supporting Information Fig.

S2), however, suggesting that the folding funnel is

modulated by electrostatics. The annealing results

show for the electrostatically augmented AWSEM

that the wild-type has the highest fraction of proper

folding events among all the three proteins; more

often being correctly predicted than is the charge-

depleted form which is again more often successfully

predicted than the super-charged form.

Figure 1. The native structures of the 13 monomers and 4 dimers used in the study are shown, as well as their PDB IDs, total

number of residues, and total number of charged residues. (a) Monomers. (b) Dimers. The positively charged residues are col-

ored in red and the negatively charged residues are colored in blue. There are 12 a proteins and 1 a/b protein in (a). In (b), two

individual monomers of a dimer are colored in gray and cyan, respectively. Note that 1CTA has two calcium ions bound to it

(green spheres).
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We also carried out free energy calculations for

the wild-type and the two variants (charge- depleted

and super-charged) by using umbrella sampling (see

Methods). The heat capacity (Cv) of each variant is

plotted in Figure 3(left), Peaks in the Cv signal

major conformational transitions, so the position of

the peak in a scan indicates the melting tempera-

ture Tm, which quantifies the thermal stability of

the protein. For the wild-type, we compute the Tm’s

for two strengths, both with electrostatics (Er 5 66.5)

and without (Er 51). The Tm’s with electrostatic

augmentation are higher than those found without

electrostatics. In other words, thermal stability is

increased by the long range electrostatic interac-

tions. As electrostatic strength continues to increase

(up to Er 5 16.6) Tm continues to increase as well

(see Supporting Information Fig. S2). The electro-

statics of the wild-type contributes to a strong stabi-

lization due to charge2charge interactions of the

charged residues. In the case of the super-charged

variant, which has an excess of negative net charges

(216); however, the Cv curve peaks at a lower tem-

perature, a demonstration that stability is dimin-

ished by mutation of charged residues to neutral

ones (Lys, Arg!Ser). Interestingly, the peak for the

charge-depleted variant, whose charges are in fact

completely removed, shifts by only �1 K. These

observations agree with Oliveberg’s experimental

results8 for the trends for the stability of the wild-

type and its charged variants. We also analyzed the

free energy profiles for folding these proteins (F vs

Q) at constant temperature. They are shown in Fig-

ure 3(right). The corresponding free energy surfaces

are properly overlaid (with the same energy refer-

ence at Q 5 0.22) in order to highlight the free

energy change of individual folding basins of each

protein. The locations of the basins do not shift sig-

nificantly in Q value among the wild-type and the

other charge variants. Yet the free energy of the

folded basin does vary, in agreement with the stabil-

ity changes (the wild-type being more stable than

the charge-depleted variant, which is, in turn, more

stable than the super-charged variant) inferred from

the Cv curves. All these results suggest that while

electrostatic interactions among charged residues

are not necessary for maintaining the native struc-

ture of the protein, protein stability is indeed modu-

lated by long range electrostatic interactions.

Electrostatic interactions assist binding for one

out of four dimers

AWSEM has proved quite successful in predicting

the binding interfaces of proteins.28 We next investi-

gate the effects of electrostatic interactions on pro-

tein binding. Four protein dimers were chosen for

study: Troponin C site III (1CTA), KIX-pKID

(1KDX), FIS protein,41 a homo dimer that also asso-

ciates with DNA, (1F36), and NF-jB p50/p65

(1VKX). Among these, two systems are homo dimers

(1CTA and 1F36), while the other two are hetero

Table I.. General and Electrostatic Properties of Proteins

Code Length Charged Res Pos/Neg (Net) ENat
elec

Monomer
1R69 63 14 19/25 (14) 0.74
1UZC 69 23 115/28 (17) 21.90
1UTG 70 19 19/210 (21) 22.76
3ICB 75 27 110/217 (27) 2.32
1BG8 76 22 19/213 (24) 22.69
256B 106 37 117/220 (23) 23.38
4CPV 108 34 114/220 (26) 20.56
1CCR 111 23 113/210 (13) 22.76
1JWE 114 30 111/219 (28) 21.38
2MHR 118 37 117/220 (23) 22.91
1MBA 146 28 115/213 (12) 25.28
2FHA 172 47 119/228 (29) 21.18
1RISS6,wt 97 32 116/216 (0) 24.68
1RISS6,sc 97 16 0/216 (216) 7.08

Dimer
1CTA 68 26 18/218 (210) 1.05/0.75 (2.45)a

1KDX 109 38 120/218 (12) 24.13/0.67 (20.99)
1F36 178 40 122/218 (14) 3.31/3.36 (22.31)
1VKX 209 60 127/233 (26) 24.23/23.11 (0.03)

Charged Res, total number of charged residues (positively charged residues, Lys/Arg; negatively charged residues, Glu/
Asp).
Pos/Neg, total number of positively or negatively charged residues; the number shown in the parentheses refers to net
charge.
ENat

elec: The electrostatic energy (in kcal/mol) in the native state of a monomeric protein, calculated at er 5 80 (water); the
number shown in the parentheses for dimers refers to the energy for intermolecular binding.
a The electrostatic energies for 1CTA were calculated without calcium ions.
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dimers (1KDX and 1VKX). Table I. summarizes

some general properties of the dimers. In particular,

the table displays ENat
elec, which is the total long range

electrostatic energy within the native context. Start-

ing from two monomers being pulled apart from

their dimer structures at high temperatures, thirty

annealing runs were performed for each dimer with

a range of Er values (Er 51, 33.2, 16.6, 8.3). The Q

of the binding interface (QI) is used to monitor the

accuracy of binding prediction, and for each run an

average is taken over the last 100 snapshots of the

run (Qavg
I ). Qavg

I is used to measure quality of the

final annealing result; the higher the value, the

greater the similarity to the native structure and

thus the more accurately the interface is predicted.

All thirty Qavg
I ’s were collected and sorted in a

descending order much as we did for monomer

annealing profiles which, however were sorted based

on total Q. The annealing results of all four dimers

with different electrostatic strengths are presented

Figure 2. The effect of electrostatic interactions on the quality of structure prediction for 12 monomeric proteins is shown. A

total number of 30 simulated annealing runs were conducted for each protein with different electrostatic strengths (er 51, 15,

and 6). Best Q refers to the largest Q, the fraction of native contacts, obtained during a single annealing run. The 30 Best Qs

were used and sort the result in a descending order of prediction quality. The “Annealing Index” is used to denote the resulting

order. We observed that introducing electrostatic interactions does not appear to improve the quality of the predicted structures

of these proteins substantially.
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in Figure 4. As the electrostatic strength increases

(decreasing Er), the annealing profiles for the bind-

ing of different dimers show two distinct trends.

For 1CTA, 1F36, and 1VKX, the binding site

prediction is not electrostatically assisted since their

Qavg
I ’s show a general decrease in the fraction of

proper binding events when the strength increases.

For 1F36, the decrease in the fraction of binding

events is monotonic except for the case where

Er 51. This shift in the order suggests there is elec-

trostatic frustration in the binding of this dimer.

This result will be further examined below. Another

interesting profile is found for 1CTA which again is

not improved. The annealing profiles we have gener-

ated however correspond to the situation where cal-

cium ion is absent. We therefore examined the

specific ionic effect of calcium by considering how

the ion binds to the protein complex. Instead of add-

ing an explicit calcium ion into the protein simula-

tion, we adopted a mean-field approach. The excess

divalent charge was split equally into its four neigh-

boring charged residues. Each of the residues thus

shares one quarter of the neutralizing charge (10.5

for each), as shown schematically in Figure 5(a).

Figure 5(b) shows a comparison between the two

annealing profiles: one with the calcium charge

treated in the mean-field way and the other without

treating the specific binding of the calcium ion. The

result shows that for 1CTA the presence of calcium

ions improves the binding of the dimer, suggesting

the importance of electrostatic interactions when

modulated by the calcium ion, for binding. In con-

trast, the binding of 1KDX (which has no additional

divalent metal ions) is always significantly improved

by the long range electrostatic interactions, as its

annealing profile shows an increase in the fraction

of proper binding events upon increasing the electro-

static strength (decreasing Er). The thermodynamic

consequences for the electrostatically assisted bind-

ing will be analyzed below.

Thermodynamic stabilization of KIX-pKID by

electrostatic interactions
When the long range electrostatic interactions

improve binding prediction, it is interesting to look

further into the binding mechanism. Among all the

dimers studied, 1KDX is the only system that

showed any significant improvement in binding pre-

diction when the electrostatic effects were included.

We therefore analyze this dimer in greater detail.

1KDX is a heterodimer complex having one large

monomer [81 a.a., gray in Fig. 1(b)] docked to a rela-

tively small binding partner [28 a.a., cyan in Fig.

1(b)]. We examined the free energy surfaces of

1KDX using two different order parameters, Q of

the interface region (QI) and the center of mass dis-

tance (dCOM) between the binding partners. These

collective coordinates represent, respectively, short-

range and long-range reaction coordinates for the

binding process. The free energy surfaces found with

increasing electrostatic strengths (Er 51 to 8.3) are

compared and shown in Figure 6. The plot of F vs

QI is presented in Figure 6(a) (left). A significant

thermodynamic stabilization near the binding basin

(QI � 0.7) can be observed as the strength increases,

indicating there is direct charge-charge stabilization

of the dimer (for charged residues typically within

�10 Å in distance), consistent with the dimer’s

native electrostatic energy contribution calculated as

20.99 (kcal/mol) from Table I.. On the other hand,

some stabilization due to electrostatics can also be

observed at long range, as can be seen from Figure

Figure 3. (left) The heat capacity (Cv) of protein S6 (1RIS) is shown as a function of temperature. The melting temperature of

the wild-type (WT) is higher than that of the charge-depleted (CD) and the super-charged (SC), indicating that the native state

of the wild-type is more stable, as illustrated in the free energy plot on the right. The melting temperature decreases from: wild-

type, as highest to the charge-depleted form, as intermediate, and the super-charged form the lowest. (right) The corresponding

free energies are shown as a function of the fraction of the native contacts.
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6(a) (right). Upon increasing the electrostatic

strength one sees stabilization, starting even around

30 Å in separation. Such a long-range stabilization

effect is called electrostatic “steering”. This effect is

also important for protein-DNA recognition.42,43

How the steering effect couples with the “folding

upon binding” mechanism will be described below.

Electrostatic interactions perturb the stability of

both the unbound state and bound state in a corre-

lated way. As a result, the binding landscape is fun-

neled, as shown in Figure 6(b). From our free

energy analysis of the dimer (1KDX), we can distin-

guish two distinct electrostatic effects: (1) Direct

charge-charge interactions. (2) Long-range steering

effects. Both these effects together contribute to fun-

neling the binding landscape of 1KDX.

Figure 7 displays a global free energy surface

for the binding of 1KDX using the two dimensions of

the free energy of intermolecular contacts QI and

intramolecular QB contacts. These two order param-

eters clearly distinguish the formation of structure

within the monomer B (a small piece of binding frag-

ment) from the act of docking. Note that since the

larger binding partner, monomer A, is rather rigid,

it does not undergo any significant conformational

changes during binding. In Figure 7(a), three pri-

mary free energy basins can be identified: a mono-

mer basin (M), an intermediate (I), and also a native

basin (N). The M basin refers to an incompletely

native monomer conformation (QB � 0.5, thus differ-

ent from its native form) but that is present in solu-

tion; the I state denotes a binding complex with

monomer B remaining in its M state but also being

loosely bound to monomer A, so QB � 0.5 and QI �
0.5; while the N state is a fully native-like dimer

state with both Q measures attaining high values

(QB � 0.9 and QI � 0.7). As the strength of the elec-

trostatics increases, both states I and N become

more populated, as can be verified by comparing the

plots on the left (Er 5 33.2) and right (Er 5 16.6) of

Figure 7(a). Examining many annealing trajectories

suggests to us that there is a dominant sequence of

Figure 4. The effect of electrostatic interactions on binding of four dimers is shown. A total number of 30 simulated annealing

runs were conducted for each dimer with different electrostatic strengths (er 51, 33.2, 16.6, and 8.3). Qavg
I refers to the Q inter-

face (QI) that is averaged over the last 100 snapshots of a single annealing trajectory. For each set of annealing, the 30 Qavg
I s

were collected and sorted in a descending order. The corresponding native structures of the dimers are also shown above the

annealing curves. (a) Troponin C site III (without calcium ions). (b) KIX-pKID. (c) Factor for inversion stimulation (FIS). (d) NFjB

P50/P65. We find that the binding of the KIX-pKID is electrostatically assisted while the binding of the other three dimers is not.
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events. These events are shown schematically as a

pathway involving representative structures in Fig-

ure 7(b). The monomer in the M state is first electro-

statically guided to its binding partner, forming first

the intermediate complex I. During this process, QI

increases a great deal while QB remains moderate

and constant. After this initial binding, the mono-

mer B undergoes a conformational adjustment into

its folded state (QB increases), in order to form the

correct native dimer structure. Clearly, the folding

of the protein is induced by its binding to the part-

ner rather than merely being selected out of a pre-

existing ensemble. Here, the mechanism of the rear-

rangement is coupled to the electrostatic interac-

tions for the binding of 1KDX.

An electrostatically frustrated system—FIS

protein

Sometimes protein binding is assisted by the long

range electrostatics, as in the case for 1KDX. Some-

times however electrostatics does not favor the spe-

cific intermolecular binding interaction, so

dimerization is not assisted electrostatically. For the

FIS protein (1F36) the electrostatic energy of the

protein in its native monomer form and the electro-

static energy for intermolecular binding are of oppo-

site signs; the bound complex has a favorable

electrostatic energy (22.31 kcal/mol) while the elec-

trostatic energies of the two individual monomers

are unfavorable (3.31/3.36 kcal/mol). This difference

leads to electrostatically driven conformational

changes, as shown in Figure 8(a). In this figure, the

average electrostatic energy Eelec is plotted as a

function of a binding order parameter (QI) and a

folding order parameters (QI, contacts at binding

interface; QA, contacts for monomer A only). As can

be seen from the electrostatic contour map, the cor-

rect binding of the dimer is electrostatically inhib-

ited (contour in red) due to the unfavorable

electrostatic interactions presented by the monomer.

Although the native electrostatic energy of the pro-

tein displays a favorable binding energy in the

dimer form, our thermodynamic analysis shows that

the effects on binding in fact hinge on the electro-

statics of the monomer by itself. As a result, the

unfavorable electrostatics within each monomer

leads to frustrated interactions. These frustration

effects can be assessed at residue resolution, as

shown in Figure 8(b). This figure shows the numer-

ous frustrated interactions between the charged res-

idues in the tertiary contacts of the FIS protein,

calculated using frustratometer analysis.44 Ordinar-

ily, the frustratometer algorithm uses AWSEM’s

energy functions to quantify the degree of frustra-

tion in the spatially localized interactions in pro-

teins.45,46 In this work, we carry out the same

calculations after introducing the Debye-H€uckel

potential into the frustratometer algorithm in order

to identify electrostatically induced frustration. As

illustrated in the native structure, two sorts of inter-

actions can be identified: one sort, shown in green,

encompasses the minimally frustrated interactions

while the other sort, shown in red, refers to highly

frustrated interactions. The electrostatically induced

frustrations, are primarily localized within each

monomer (but are not on the protein-protein binding

interface). They are significantly concentrated in the

region where the FIS protein binds to the major

grooves of its target DNA site.47 This observation

suggests the functional significance of electrostati-

cally induced frustrated interactions in protein-DNA

binding. This DNA binding region would become

less frustrated upon the formation of the protein-

DNA complex. These results provide an explanation

for the peculiar trend in the prediction quality in

both the monomer and in the dimer with varying

strength of the electrostatic interaction observed

from the simulated annealing of the FIS protein

[Fig. 4(c)]. Overall, the dimerization of this protein

Figure 5. The ionic effect of calcium on the binding of the

Troponin C site III (PDB code: 1CTA) is plotted. Qavg
I is plot-

ted against annealing index. (a) The protein with calcium ion.

In the simulations, the 12 charge is treated as four separated

10.5 charges added to neighboring negatively charged resi-

dues (blue sticks) according to a mean-field notion. (b) Com-

parison of the results of the annealing simulations, with and

without calcium ion, respectively. Note that the annealing

simulations were conducted with the dielectric constant

er 5 33.2.
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cannot be electrostatically assisted because of the

conflicting final need for the dimer to bind to DNA.

Discussion and Conclusions

In earlier studies of coarse-grained protein models

based on native structural information, Debye-

H€uckel (DH) potentials have been used to model elec-

trostatic interactions between charged residues of

proteins. These studies suggest electrostatic interac-

tions are essential in a variety of areas of biophysics

such as folding landscapes and kinetics,40,48–51 bind-

ing mechanisms,52,53 ionic effects,54 and especially for

protein-DNA complexes.42,43 In this study, we have

incorporated the electrostatic effects into a transfera-

ble structure prediction force field and studied how

they modify the quality of the predicted structure of

monomeric proteins based on their sequences. We do

this by introducing the Debye-H€uckel potential into

the existing AWSEM force field, which is already a

good structure prediction tool. Our results demon-

strate that adding these electrostatic interactions

does not generally improve the structure prediction

of monomeric proteins. On the other hand, in line

with other computational studies aimed towards pre-

dicting folding stability, surface charge interactions

of proteins do modulate the stability of some proteins

by changing the folding rate and thus modify their

folding landscapes.40 The increase in the folding sta-

bility can be attributed to charge-charge interactions

that destabilize unfolded ensembles.49 In fact, electro-

static effects together with nonnative hydrophobic

effects were found to govern the properties of

unfolded ensembles, featured by the funneled ener-

getics of the landscape.50 Electrostatic effects are not

essential for guiding the search for the correct native

structure per se. We find that long range electrostatic

interactions are not as important as other shorter

range water mediated interactions in providing the

Figure 6. The thermodynamic stabilization of the binding of the KIX-pKID (PDB code: 1KDX) is modulated by electrostatic inter-

actions. (a) (left) The free energy profile as a function of Q interface (short-range regime). (right) The free energy profile as a

function of the center of mass distance between the two monomers (dCOM). As the electrostatic strength increases (er 51 to

8.3), both the (left) and the (right) panels show significant thermodynamic stabilization (illustrated by blue arrows). (b) A two

dimensional free energy surface as function of both the fraction of native contacts (Q) and the electrostatic energy (Eelec). Eelec

helps the formation of the dimer structure by funneling its free energy landscape for binding, as shown by a white arrow point-

ing all the way from the basin at low Q (�0.47) with Eelec� 27.5 (kcal/mol) to that at high Q (�0.74) with Eelec� 218 (kcal/mol).

Note that the plot is made for simulation having er 5 16.6.
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specificity of folding. Rather, long-range electrostatics

plays a functional role in enhancing the specificity of

interactions with other partners, so as to change solu-

bility and aggregation properties.8

The long-range nature of electrostatics implies

electrostatics can change overall stability much

more than structural specificity. Electrostatic effects

play an essential role in binding mechanisms. They

can also increase the binding rate. Owing to their

slow spatial decay, electrostatic interactions acting

at a large distance from the entire surface of two

binding partners can bias diffusion at very large

ranges thus steering docking.55 This “electrostatic

steering” was first clearly described in computer

studies of the reaction of superoxide dismutase

(SOD) with its superoxide ionic substrate. For that

system the protein can be assumed to be a rigid

body without much conformational flexibility.56,57

More generally, however, electrostatically acceler-

ated binding processes can involve binding partners

with considerable conformational flexibility, such as

intrinsically disordered proteins (IDPs).52,53 In these

processes, the binding approach is coupled not to a

fixed protein charge distribution but to a distribu-

tion that, owing to chain flexibility, can respond to

the approaching partner, leading to a fly-casting

mechanism58 or a dock-and-coalesce mechanism59

when the final rearrangement is rate limiting. The

present electrostatic AWSEM simulation results

show that electrostatic steering effects are signifi-

cant for forming the KIX-pKID protein complex and

that the charge-charge stabilization directly contrib-

utes to the funneling of the binding landscape. The

dimerization of FIS protein, on the other hand, is

not electrostatically assisted. In this case, further

electrostatic energy analysis shows that electrostatics-

Figure 7. Electrostatic interactions play an important role in steering the binding of the KIX-pKID (PDB code: 1KDX). (a) Two

dimensional free energy surfaces are displayed in terms of order parameters QI and QB. These represent the fraction of inter-

molecular native contacts for the binding region and the fraction of native contacts for the folding of monomer B alone, respec-

tively. Note that monomer B is a short fragment, which is ordinarily disordered by itself in solution [green in (b)]. As the

electrostatic strength increases from er 5 33.2 (left) to er 5 16.6 (right), it can be seen that the stability of the basin I and the N

ensemble increases due to electrostatically assisted interactions. A pathway for binding is shown, as indicated by black arrows.

The M state is a stable conformation of monomer B with QB � 0.5 in solution. It undergoes the M to I transition when monomer

B binds to its partner, therefore, QI increases (QI � 0.5). Finally, the native structure of the dimer (N, QI � 0.7, QB � 0.9) is

formed via a conformational adjustment of monomer B. The ensembles M, I, N are illustrated in (b). (b) Illustration of the steer-

ing effect on the binding. The two monomers are initially separated. Monomer B is then guided electrostatically in searching the

path (black arrows) for correct binding.
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induced frustrated interactions are located in DNA-

binding regions. These frustrated interactions are

removed in the final functional binding events. In a

related finding, it has recently been shown that elec-

trostatically induced frustration facilitates a transi-

tion between specific and nonspecific binding modes

for protein-DNA binding, and that this leads to a

subtle allostery in DNA targeting by transcription fac-

tors.60,61 The specific ionic effects of Calcium on the

Troponin C site III highlight again the importance of

electrostatics for fine tuning functional responses.

Such specific effects of multivalent ions doubtless also

enter into many other problems where proteins inter-

act with RNA, DNA, and highly charged membranes.

Methods

Model
The protein model we employ in the present work is

called the Associative memory, Water mediated, Struc-

ture and Energy Model (AWSEM), which is a transfer-

able coarse-grained protein model.26 The descriptions

of the model are detailed in Supporting Information.

In this work, we address the effects of electrostatic

forces on protein folding and binding. Electrostatic

interactions were included in the AWSEM force field,

modeled by the Debye-H€uckel (DH) potential:

V ’
AWSEM5VAWSEM1VDH; (1)

where VAWSEM denotes the standard AWSEM energy

function as Eq. (S1) in Supporting Information, and

VDH refers to the Debye-H€uckel (DH) potential. The

DH potential takes into account both the solvent

dielectric effect and the screening of charge-charge

interactions by mobile ions in the solvent.43,50,54,62

The interaction is

VDH5KElec

X
i<j

qiqj

Errij
e2rij=lD ; (2)

where qi and qj are charges of residue i and j that

are separated by a distance rij; charge is assigned to

the Cb atom of each residue in AWSEM.

KElec 5 (4pE0)21 5 332.24 in kcal Å mol21 e22. Er is

the dielectric constant of the media (E0 51 as in vac-

uum). lD refers to the Debye-H€uckel screening

length, which appears in the factor that exponen-

tially screens the direct coulomb interaction, 1/r. The

length lD reflects the screening by rearranging ions

in the surrounding solution. lD is given by

lD5
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ErE0kBT=2e2I

p
, where kB is the Boltzmann con-

stant, T is the temperature, e refers to the elemen-

tary electric charge, and I is the ionic strength of

the solution. The ionic strength is defined as

I5 1
2

P
iZ

2
i Ci, where Ci is the molar concentration of

ion i, Zi is the charge number of that ion, and the

sum is taken over all types of ions in the solution.

lD 5 10 Å is used throughout this study. This value

corresponds to a typical physiological solution condi-

tion: T 5 258C, Er 5 80 (water), and I 5 0.1M. Note

that in AWSEM only four types of residues are con-

sidered to be charged: arginine (Arg), lysine (Lys),

aspartate (Asp), and glutamate (Glu). The former

Figure 8. The electrostatic energy and the electrostatic frustration of the FIS protein (PDB code: 1F36) are illustrated. (a) The

electrostatic energy (Eelec in kcal/mol) is presented as a function of QA and QI. QA refers to the fraction of the native contacts of

a single monomer in the protein-protein dimer; the FIS protein is a homodimer. A color map is used to illustrate the value of

Eelec (yellow for positive value). The yellow contour covers the area where the folding of the monomer and its subsequent bind-

ing are electrostatically unfavorable. (b) Different levels of frustration in the tertiary contacts of the FIS protein, as determined by

the frustratometer analysis,44 are shown superimposed on the native structure of this homodimer. Minimally frustrated interac-

tions are shown in green lines, and frustrated interactions are in red. The four a-helices from N-terminal to C-terminal are

named from A to D. The Debye-H€uckel term is included in the evaluation of the frustration. There are no frustrated interactions

when the Debye-H€uckel term is turned off as in the original AWSEM frustratometer code. These electrostatics-induced frustra-

tions are localized within each monomer. Most of the frustrated interactions can be found within helix D and between helices C

and D; some frustrations also exist between helix B and D (all of these involved in DNA binding region47). On the other hand,

there are no induced frustration on the binding interface between the two monomers.
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two residues are positively charged while the latter

two are negatively charged; charge is assigned to

the Cb atom of each residue. The coulomb potential

(1/r) is of course screened by the solvent, we can

thus use Er as a numerical factor to scale the

strength of the DH term. In this study, we have var-

ied the values of Er to investigate the effects of

dielectric screening on protein folding and binding.

The effects could perhaps be probed in the labora-

tory by using mixed aqueous/nonaqueous solvents.

The simulation protocol and procedure are

detailed in Supporting Information.

Analyses

To measure the structural similarity of snapshots from

the trajectories with respect to the native structure, we

use an order parameter Q, which compares the pairwise

distances of Ca atoms among the residues in a given

instantaneous structure to those in the native struc-

ture. Q varies between 0 and 1. The higher the value of

Q, the more similar the configuration is to the native

structure. The explicit expression of Q that we use is

Q5
2

N22ð Þ N23ð Þ
X

i<j22

exp
rij2rN

ij

� �2

2r2
ij

2
64

3
75 (3)

where N is the total number of residues, rij refers to

the instantaneous distance between Ca atoms of res-

idue i and j, rN
ij denotes the distance determined by

experiments, and rij denotes an accuracy threshold

rij5 11ji2jjð Þ0:15. The summation in Eq. (3) involves

only the pairs that are separated by three or more

residues in sequence.

In the annealing process for either protein folding

or binding, Q increases as the temperature decreases

since the native structure is stabilized at low temper-

ature. The annealing results are presented in terms of

plots of Q vs annealing index. Qavg refers to an aver-

age of Q, which is taken over the last 100 snapshots

from each run (30 runs for each protein or dimer). All

the Q’s are then sorted according to their values (from

large to small). For structure prediction for mono-

meric proteins, the best Q was used as can be seen

from Figure 2 for 12 different proteins while for pro-

tein S6, Qavg was used. In the cases of dimers we

emphasized only the contacts at the binding interface,

therefore, Qavg
I was used instead, as shown in Figure

4 for four different dimers.
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