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Coefficient o as a Measure of Test Score Reliability:
Review of 3 Popular Misconceptions

Osvaldo E Morera, PhD, and Sonya M. Stokes, MA

We discuss 3 popular misconceptions about Cronbach a or coefficient a, traditionally used in public health and the behavioral sci-
ences as an index of test score reliability. We also review several other indices of test score reliability. We encourage researchers to
thoughtfully consider the nature of their data and the options when choosing an index of reliability, and to clearly communicate this
choice and its implications to their audiences. (Am J Public Health. 2016;106:458-461. doi:10.2105/AJPH.2015.302993)

Cronbach o, also known as coefficient
a, is one of the most reported statistics
of test score reliability in public health,
education, and the social and behavioral
sciences. A Google Scholar search for the
Cronbach article' yielded more than 25000
articles, book chapters, and student theses
referencing this article. Of 119 publications
in the American Journal of Public Health from
2011 to 2013 that reported test score reli-
ability, 105 (88.2%) reported on coeflicient
o Of the remaining 14 articles, 12 reported
test—retest reliability, 1 reported polychoric
o, and 1 reported Kuder—Richardson 20
(which is mathematically identical to coef-
ficient o).

Coeflicient a is expressed as

where k denotes the number of items,
g jj denotes the average item covariance,
and O, denotes the variance of observed test
scores. Like most statistical tools, coefficient
o requires that a number of assumptions are
met. These include assumptions underlying
classical test theory® and the following: (1)
item responses form a unidimensional scale,
(2) error scores from the items are uncor-
related, and (3) the items are essentially
T-equivalent, meaning that the items’ true
scores differ by an additive constant.

When these assumptions hold, coefficient
o can be interpreted as an indication of the
scale’s internal consistency and a lower bound
to test score reliability. However, contrary to
persistent popular belief, o is not necessarily
a measure of unidimensionality. In addition,
if its assumptions are violated, coefficient
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o is not a measure of internal consistency,
nor is it an appropriate index of reliability.
However, given coefficient oU’s pervasiveness
in the existing literature, ease of calculation,
and availability in popular statistical pack-
ages, many researchers include coefficient o
in their analyses and fall back on common
“rules of thumb” to support claims of test
reliability without considering whether o is
truly the most appropriate index.

THREE MISCONCEPTIONS ABOUT
COEFFICIENT U

Although the misconceptions of coef-
ficient o as an index of test reliability are
well known in the psychometric literature,””
they still persist. The purpose of this article
is to clarify these misconceptions and to
encourage researchers to thoughtfully select
a method of reliability estimation that is
consistent with the purpose of their research
and the variance structure of their data.

Index of Test Unidimensionality
and Internal Consistency
Coeflicient o is a function of the aver-
age interitem covariance. Pictured are 2
correlation matrices that have an average
correlation of 0.40. As a result, the estimate
of standardized coefficient a resulting from
both matrices equals 0.727.The matrix on
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the left appears “internally consistent,” as all
interitem associations are identical and mod-
erately correlated. The matrix on the right
indicates that the first and last 2 items mea-
sure separate dimensions that are positively
correlated. The second matrix violates the
unidimensionality assumption stated earlier.
In addition, it is not internally consistent,
although the values of a are identical.
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Cutoff for Adequately Reliable
Test, Regardless of Test Length

Popular rules of thumb suggest that a
coefficient o with values exceeding 0.70
indicate adequate internal reliability. Despite
the tempting nature of a firm cutoff value,
blindly accepting a high value of coefficient
o as an indication of internal reliability is
not appropriate without considering the
nature of the test.

Coeflicient a is a function of the number
of items, k, as well as the average interitem
covariance. As shown in the previously
described misconception, it is possible to
obtain a “suitable” coefficient a even in
circumstances in which the assumption of
unidimensionality is not met. In addition,
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coefficient o can be increased by lengthen-
ing a test.

For example, assume a researcher has a
5-item measure with an average interitem
correlation of 0.20.The estimate of the stan-
dardized coefficient a0 would equal 0.556, a
value that would be deemed unacceptable.
However, doubling the length of the test to
10 items and holding the interitem cor-
relations constant at 0.2 would result in an
estimate of coefficient o equaling 0.714.The
value of 0.714, in and of itself, may not be
meaningful because the average item inter-
correlations are weak and the variance—
covariance structure of the items would need

to be examined to assess unidimensionality.

The Best Estimate of Reliability

As researchers in measurement know,
coefficient o is not the only measure of
reliability.®'* Selected single-administration
lower-bound estimates of reliability for
continuous item responses are summarized
in Table 1 and these include coefficient o,
coefficient B, coefficient 0, coefficient ®,
the greatest lower bound, and coefficient
H. Each measure listed, like coefficient o, is
subject to underlying assumptions, and must
only be used after careful consideration. We
include an example of when each measure
might be an appropriate choice in Table
1, but these are meant as suggestions and
should not be blindly adhered to.

Some measures, such as o and coefficient
B3, are estimated by using the observed item
covariance matrix. Coefficient 0 relies on
performing a principal components analysis
of a variance—covariance matrix. Other in-
dices rely on more recent statistical methods.
For example, the greatest lower bound can
be computed in an open-source format.'®
McDonald’s coefficient ®® and coefficient
H can also be estimated by using confirma-
tory factor analysis, forcing the researcher to
specify an underlying model (i.e., the item
responses form a unidimensional scale). In
addition, when one is testing a single com-
mon factor model, McDonald’s coefficient
o will provide a higher estimate of reliability
than will coefficient o..

Confirmatory factor analysis requires
the assumption that the correct model is
being assessed. Although this assumption is
invariably false,"” fit indices can show that
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theoretically founded models can approxi-
mate the observed variance structure and
sound judgment should be used in assess-
ing model fit (see the 2007 special issue of
Personality and Individual Differences for this
discussion'). In addition, although data non-
normality is rarely addressed when one is re-
porting reliability (e.g., skewness and kurtosis
of item responses and the use of noncon-
tinuous Likert response data), research'' has
shown that ordinal estimates provide better
lower-bound estimates of reliability than
coefficient ol when data are nonnormal. A
structural equation modeling framework
with robust maximum likelihood estimation
can also address item nonnormality, allowing
for the reporting of coefficient ®.*

Beyond single administration estimates,
test—retest measures of reliability are not
subject to the previously mentioned miscon-
ceptions that are associated with coefficient
o. Nonetheless, test—retest measures of
reliability involve other considerations: the
length of time between test administrations,
the effort involved in multiple rounds of
data collection, and the assumption that true
scores do not change over time.®

CONCLUSIONS AND
RECOMMENDATIONS

In light of the statistical advances from
the past 60 years, it is no longer sufficient to
obtain an estimate of coefficient o exceeding
a heuristic value. Researchers must examine
their variance—covariance matrix for sub-
stantial differences among item covariances
and consider distributional characteristics of
the items.

If researchers continue in their use of
coefficient o, they must establish that the test
items form a unidimensional scale with no
correlated errors,®> which can be done if one
performs a confirmatory factor analysis and
carefully examines modification indices."

In addition, researchers must be mindful of
context, as acceptable values of reliability
depend on the purpose for which the test

is being used (e.g., diagnosis, classification,
theory building) and the research question to
be answered. For example, when one is de-
termining whether a measure can be mean-
ingfully used across language versions, factor
analytic techniques can assess various forms
of measurement invariance.”’ In this case,
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researchers should not rely solely on test score
reliability to assess whether a measure should
be used across groups. Moreover, Streiner*!
has argued that extremely high estimates of
coefficient o may result from the inclusion
of similarly worded items in the scale. In this
case, researchers should keep in mind that
redundant item wording among items could
inflate their estimate of coefficient a.

To conclude, researchers and journal
reviewers should be cognizant of the mis-
conceptions of coefficient au.. Coefficient o
is not an index of unidimensionality, nor is
it an index of internal consistency when the
assumption of unidimensionality is not met.
Coeflicient a is a measure of average inter-
item association that increases as the number
of items on a test increase. Researchers
should examine their data, consider the con-
text and purpose for which the test is being
used, and be mindful that other measures of
test score reliability (test—retest reliability and
measures in Table 1) are available. AJPH
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matrix to estimate for con-

composite®

estimate’

minimized and within-test
variance is maximized

Negatively influenced by

tinuous data or a polychoric
correlation matrix for ordinal

data"

Is not negatively affected

Can be computed in open-

negative or weak factor

loadings

by negative or weak

indicators'

source formats'®

Determining worst possible

split half reliability is com-

Provides highest lower bound

Can be derived from output in any

putationally difficult but
can be estimated by using

Can be derived from output in

estimate of reliability of
the measures presented

Might blur the distinction

structural equation modeling

software

any structural equation
modeling software

hierarchical analysis™"

Can be computed in open-source

between reliability and

validity’

formats'

Can be derived from output in

any structural equation

modeling software
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