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Hall effect in quantum critical charge-cluster glass

Jie Wu?, Anthony T. Bollinger?, Yujie Sun®®?, and Ivan BoZovi

za.c,1
e

#Condensed Matter Physics and Materials Science Division, Brookhaven National Laboratory, Upton, NY 11973-5000; P|nstitute of Physics, Chinese Academy
of Sciences, Beijing 100190, China; and “Applied Physics Department, Yale University, New Haven CT 06520

Edited by Zachary Fisk, University of California, Irvine, CA, and approved March 9, 2016 (received for review October 2, 2015)

Upon doping, cuprates undergo a quantum phase transition from an
insulator to a d-wave superconductor. The nature of this transition
and of the insulating state is vividly debated. Here, we study the Hall
effect in La,,,Sr,CuO, (LSCO) samples doped near the quantum crit-
ical point at x ~ 0.06. Dramatic fluctuations in the Hall resistance
appear below T; ~ 1.5 K and increase as the sample is cooled down
further, signaling quantum critical behavior. We explore the doping
dependence of this effect in detail, by studying a combinatorial LSCO
library in which the Sr content is varied in extremely fine steps, Ax ~
0.00008. We observe that quantum charge fluctuations wash out
when superconductivity emerges but can be restored when the lat-
ter is suppressed by applying a magnetic field, showing that the two
instabilities compete for the ground state.

high-temperature superconductors | charge glass | superconductor-
to-insulator transition | quantum fluctuations | Hall effect

larifying the mechanism of the superconductor-insulator

transition (SIT) observed at low doping in cuprates is im-
portant per se, and more so because it may help crack the enigma
of high-temperature superconductivity (HTS). The key question is
the nature of the ground state competing with superconductivity
(1, 2). Whereas the answer may not inform directly on the pairing
mechanism in the HTS phase, it would reveal the nature of another
important (competing) term in the (effective, low-energy) Hamil-
tonian. However, the physical picture is still contentious at present.
Even the widespread use of the adjective “insulating” is problematic
here because, although the resistivity (p) increases as the temper-
ature is lowered, the sample actually remains quite conductive (3—
5). Holes hopping in a Mott insulator may account for the electric
transport at very low doping levels of such an “insulator.” However,
in the vicinity of the quantum critical point, the physics gets more
complex because of the intrinsic inhomogeneity induced by strong
localization and significant spin, charge, and phase fluctuations (6—
12). As a result, spin glass (6-9), charge glass (or charge-cluster
glass) (10, 11), and superconducting vortex liquid/glass (12) all oc-
cur in the x-H-T phase diagram near the SIT. For instance, erratic
switching in the (longitudinal) resistivity p has been observed (11) at
very low temperature in two underdoped superconducting LSCO
samples, and was taken as a signature of the charge-glass state.
However, the measured amplitude of resistivity fluctuations was
relatively small (4p/p ~1%) even when the sample was deep in the
charge-glass state. This raises a question whether the majority of
the carriers are localized, or only a small fraction of carriers are in
a glassy state while the rest are still itinerant and homogeneously
distributed. Alternatively, the small fluctuation amplitude could
have resulted from averaging over the measurement time, or over
many small domains. Unfortunately, the methodology adopted in
previous experiments did not allow making this important dis-
tinction. Furthermore, because the quantum critical fluctuations
decay abruptly when the doping x moves away from x, to study the
effect of such fluctuations one needs to traverse the SIT in ex-
tremely fine steps. This goal is nearly impossible to achieve with the
usual one-sample—one-doping strategy because, even with the state-
of-art synthesis methods, the uncertainty in controlling the doping
level is around +1% at best, whereas an orders-of-magnitude better
accuracy is needed to study the SIT. Moreover, inevitable variations
in growth conditions from one sample to another may influence
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both the density of structural defects and of oxygen vacancies,
affecting in turn the electron scattering processes and the density
of localized carriers, and distorting the conclusions.

Here we show these difficulties can be overcome by using the
combinatorial molecular beam epitaxy (COMBE) technique (13, 14)
which enabled us to study the doping dependence as we traverse
the SIT in unprecedentedly fine steps, Ax = 0.00008. The
transport properties of samples with different doping levels were
measured simultaneously, using a single COMBE film with a
continuous doping gradient, greatly reducing the variations in
growth and measurement conditions.

Next, we show that measuring the transverse (Hall) resistivity,
pu, rather than the longitudinal resistivity p, is a much more
sensitive probe of charge fluctuations. The charge-cluster glass
(CCG) can be envisioned as entailing domains of more-or-less
localized charges, which fluctuate greatly in time and space (9-11).
The fact that switching can be observed at all in the dc resistance,
and even more that it is slow, indicates that at least some of these
domains must be relatively large. Thus, we conjecture that such
domain fluctuations should also be visible in the pg, and that the
effect could even be much more pronounced.

To illustrate our reasoning, we show some cartoons in Fig. 1. Let
us assume that in our film there exist two types of domains that
differ significantly in their carrier mobility and/or density, e.g., the
domain A is significantly more metallic than the domain B, and
consider first the extreme case (Fig. 14) where the domain size is
comparable to the strip width . In this case, if domains fluctuate
by jumping up and down the strip, one would expect the Hall re-
sistivity to jump from pz? to py® and back. In the state illustrated
in Fig. 14, the domain A happens to occur between the two Hall
voltage contacts, so we observe py = pg. If domain A jumps up,
trading places with domain B (Fig. 1B), the Hall resistivity in-
creases abruptly to py = pr. Nevertheless, if the distance L be-
tween the contacts used to measure the longitudinal resistivity p is
much larger than the domain size, this jump would cause a small
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Fig. 1. Schematics showing how the Hall resistance can be more sensitive to
domain switching than the longitudinal resistance, for geometric reasons.
(A) A narrow strip containing two types of domains that differ significantly
in carrier mobility and density—e.g., domains A (dark blue) are more metallic
than domains B (pink). When domain A is between the contacts C1 and C2, the
Hall voltage is V. (B) If domains jump leaving domain B between the contacts
C1 and C2, the Hall voltage jumps abruptly to V.5, whereas there is little
change in the longitudinal resistance measured between the contacts C1 and
C3. (C) The domain size is smaller by a factor N,y than the strip width W and by
a factor N, than the length L from C1 to C3. (D) Switching of a single domain
causes a jump in py roughly proportional to 1/Ny, whereas in p it is on the
order of 1/(N.Ny) so it can be much smaller.

relative change in p because it averages over many domains. This
can be easily generalized to the situation when the domains are
smaller than the strip width W, as sketched in Fig. 1 C and D. In
this case, vertical switching between one A and one B domain
would still cause a jump in the Hall resistivity, although smaller
than in the previous case by a factor on the order of /Ny, where
Ny is the number of domains along the strip width. Because in our
actual device geometry the total number of domains contributing
to p is NNy, the effect on p would be much smaller, on the order
of I/NyN;. Of course, these are just cartoons, illustrating one
possible way in which the device geometry might make the jumps in
pr appear more pronounced than in p. The reality is certainly more
complex, because in an inhomogeneous material the Hall voltage is
generated by current percolating through a system with a spatially
varying Hall coefficient.

Our expectations have been solidly confirmed by experiments.
When an underdoped LSCO film enters the CCG state, the erratic
switching and memory effects in py; are 1,000x more pronounced,
if measured by the ratio of the jump amplitude to the baseline.
More importantly, the fluctuations in pg; exceed 100%, i.e., they are
strong enough to make py; change sign. This unambiguously shows
that the majority of carriers are in a glassy state and fluctuating in
time and space. Therefore, the CCG is a “true” ground state with
inhomogeneous local order, fundamentally different from states
described by the nearly free electron model or the band theory.

Taking advantage of extremely fine doping steps and high sen-
sitivity in probing fluctuations, we have established the phase dia-
gram in the multidimensional x-H-T phase space covering the
complete SIT. We show that at low temperature the insulator state
evolves into the CCG state, so the phase that competes at the SIT
for the ground state with superconductivity is in fact the CCG state.
We also find that even in the ground state this CCG phase hosts
quantum fluctuations of the competing superconductive phase;
therefore, the nature of the SIT is percolative.

The emergence of the CCG state can be related to the earlier
discoveries of static “checkerboard” charge density waves (CDWs)
in Bi,Sr,CaCu,Og (15-17) and Ca,_Na,CuO,Cl, (18) and to
more recently observed static CDWs in YBa,Cu;0;_, (19-25),
Bi,Sr, ,La,CuOg, 5 (26-28), and HgBa,CuOy, 5 (29), and dynamic
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(fluctuating) CDWs in La, ¢St 1CuQy (30). If a well-formed CDW
is observed, it implies that the electron—phonon coupling is sig-
nificant, and moreover, that a single phonon mode with a well-
defined wavevector is predominant, usually because of Fermi
surface nesting. However, at very low doping levels close to the
SIT, the charge excitations no longer have a well-defined quasi-
momentum, so no coherent CDW can form. However, the
charge-lattice coupling does not go away—in fact, it likely gets
stronger as the electron wavefunctions get more localized. Con-
comitantly, the influence of the randomly distributed charged
impurities (e.g., Sr dopants in LSCO) increases. Thus, one can
expect that at very low doping levels the CDW may become quite
disordered and glassy, giving rise to the observed CCG state.
Support for this physical picture can be found in scanning tun-
neling microscopy (STM) studies of Ca,_Na,CuO,Cl, (31, 32) and
Bi,Sr;La,CuOg,s (33), which revealed that doping holes into a
Mott insulator creates nanoscale clusters of localized holes within
which the CDW is stabilized. These CDW nanoclusters are em-
bedded in an antiferromagnetic matrix, and this two-component
mixture persists with increasing hole doping up to the x ~ 0.06
doping level at which the nanoclusters touch each other, triggering
a percolative transition to superconductivity. Together with our
results on LSCO, these observations indicate that the presence of
the CCG state in the vicinity of the SIT may be intrinsic and ge-
neric to the entire HTS cuprate family of compounds.

Experimental Results

We have measured the dependence of p and py in LSCO films on
temperature, magnetic field, and doping near the quantum critical
point (QCP) at x ~ 0.06. We have traversed the SIT varying x in
exquisitely fine steps, Ax = 0.00008, by using the COMBE tech-
nique (13, 14), illustrated in Fig. 2 and described in more detail in
Materials and Methods. In Fig. 2D, we show p(T) measured with
the current flowing parallel to the crystallographic a—b plane and
along the gradient in Sr doping, in various pixels from a COMBE
library with the doping level varied from x = 0.062 to x = 0.065, as
a function of temperature 7. As a result of the doping gradient,
across the library the critical temperature (7,) varies from 9 K
down to less than 0.3 K, the limit of our measurement.

To elucidate our key experimental findings, we first present and
discuss the py(T) data for one representative doping level, x =
0.063. [The p(T) and magnetoresistance data, presented in the
Supporting Information, show superconducting fluctuations up to
about 10-15 K above T, in line with the estimates from NMR
(34), terahertz spectroscopy (35), Nernst effect (36), and magne-
tization measurements (37).] The observed py(T) dependence is
striking (Fig. 34). For 3 K < T < 20 K, py; is essentially linear in B,
except for a small deviation in the low-B region due to super-
conducting fluctuations (SFs). However, below T¢s = 1.5 K the
pu(B) curves become erratic and exhibit kinks, spikes, and jumps.
We emphasize that this is not the instrumental noise, but rather
intrinsic behavior of LSCO samples. This can be proven in several
ways. First, the instrumental noise of our setup is on the scale of
few tens of nV, and it is essentially independent of the sample
temperature in the region of interest. In contrast, the erratic jumps
in Hall voltage can be as large as 5 pV (using the same probe
current / = 10 nA)—at least 2 orders of magnitude larger than our
noise floor.

The second argument is the striking temperature dependence.
This can be visualized by comparing the pg(B) traces recorded at
various temperatures. The top two traces in Fig. 3B, recorded at
T=5Kand T =3 K, respectively, are apparently quite smooth;
this gives a clear indication that our noise floor is quite low on
this scale. However, when we lower the sample temperature by
just a couple of degrees, the traces become visibly erratic, the
more so as the temperature is lowered further, becoming quite
dramatic at 7 = 0.4 K.
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Fig. 2. COMBE synthesis provides 2-orders-of-magnitude improved resolution in doping. (A) Schematics of the deposition geometry: thermal effusion cell is
positioned at a shallow angle (20°) with respect to the substrate. Closer to the source, the deposition rate is higher. (B) The actual deposition rate measured by
a quartz crystal microbalance, as a function of the position relative to the rate at the center. The gradient is 4% per 1 cm (the size of our substrates).
(C) Schematics of the patterned one-dimensional COMBE library, with 64 gold (yellow) contact pads. This pattern enables simultaneous measurements of p at
30 pixels and of py at 31 pixels. For example, contacts 1 and 2 provide the Hall voltage, whereas the contacts 1 and 3 provide the longitudinal resistance.
(D) The doping dependence of p(T) in a COMBE library doped near the QCP at x = 0.06. The chemical composition between two consecutive pixels differs by

Ax = 0.00008, enabling a study of the evolution of transport with doping in the vicinity of the QCP with unprecedented precision.

The third argument is an equally dramatic dependence on the
magnetic field. This is illustrated in Fig. 3C, for a sample with
slightly higher doping level (black curve), so that 7. = 3 K. For
low fields, the py(B) trace shows no switching; however, when
the field strength exceeds a certain critical value, Bcg, the pp(B)
trace becomes quite erratic, with large spikes and jumps. At T =
0.4 K, in the p(T') data of this sample we see clear signs of SFs,
which are suppressed by the magnetic field of a few T. Con-
comitantly, switching appears in pg as well.

The fourth proof is the systematic and dramatic doping de-
pendence. In Fig. 3C, we show the py(B) data for an overdoped
LSCO film (red curve), with the same T, = 3 K, taken at the same
temperature (7 = 0.4 K). In the overdoped film (red curve), the
instrumental noise is hardly visible; it is about 2 orders of mag-
nitude lower than in underdoped film (black curve) for B > Bcg.
This comparison also shows that the dc magnetic field does not
affect our instrumental noise, as indeed expected, and as we have
also verified directly on many other samples.

Now that we have established that a large switching effect is
intrinsic to underdoped LSCO, we proceed with characterizing
it in more detail. First, it should be pointed out that as the

temperature is lowered toward zero, both the frequency and the
magnitude of jumps strongly increase, pointing to the switching
of quantum origin. Because this sample is doped very close to the
SIT quantum critical point, one indeed expects strong quantum
fluctuations.

To explore possible hysteretic and memory effects, we repeated
a number of times the measurements of py(B) in the same sample
under identical experimental conditions, i.e., at a fixed tempera-
ture and sweeping the magnetic field in the same way. A com-
parison of two such traces, taken from the x = 0.063 sample at 7' =
0.4 K, is shown in Fig. 44. In repeated measurements, the jumps in
pu(B) occur at different values of the magnetic field, indicating
that these jumps are random in nature.

Next, we established that the samples show some memory of the
magnetic field history, by comparing the results of measurements
done over the entire field range, -9 T < B < 9 T, swept in four
different ways, as indicated by arrows in Fig. 4 B and C. Appar-
ently, the resulting py(B) curves are vastly different. At lower
fields (B < 6 T), the four curves show differences not only in the
absolute value of py but also in its sign. As the field is ramped,
every py curve changes the sign at least once, but the sign reversals
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Fig. 3. Evidence for intrinsic switching in py in LSCO near the superconductor-insulator quantum phase transition. (A) The Hall resistivity py of

Lay.9375r0.063CUO, as a function of the magnetic field B. The field dependence of p, is smooth for T> 1.5 K, but it becomes erratic for T < 1.5 K. (B) The same
data, normalized to the linear fit, p; = <Ry > B, to emphasize the random switching. The top two curves (at T=5 K and at T = 3 K) are smooth, showing that
the instrumental noise is almost negligible on this scale. However, switching becomes visible at T= 1.5 K and grows dramatically as the sample is cooled down
further, exceeding the instrumental noise by 2 orders of magnitude at T= 0.4 K. (C) py(B) at T = 0.4 K in the underdoped COMBE library (black curve) and an
overdoped LSCO film (red curve) both with T, = 3 K. For the underdoped curve, switching is absent for low fields, but grows dramatically at high fields,
starting from some characteristic field Bcg. In contrast, the smooth curve of the overdoped film shows no switching, and the instrumental noise is hardly
perceptible on this scale. These data clearly show that the erratic switching observed at very low temperatures does not originate from the instrumental noise
in the measurements but rather represents the intrinsic response of LSCO films doped near the QCP.
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Fig. 4. Hysteretic behavior and memory effects. The p(B) data for Laj 9375r0.063CUO4, measured at T = 0.4 K with different field-ramping histories as indicated by
the arrows. To remove the offset due to a small longitudinal component, the Hall voltage is determined by subtracting V,(—) (measured with the field B pointing
down) from Vi (+) (the field up). (A) The field was decreased from B =9 T to B = 0 T in two independent experiments performed under exactly the same
conditions. The jumps in the py curves are different and occur at different field values, indicating that they are random in nature. (B) The purple curve V(+) =
V(0T - 9T) and Viy(-) = V(-9 T - 0 T), the green curve: Viy(+) = V4(9 T - 0 T) and Vi(-) = V40 T — =9 T). (C) The blue curve, Vi(+) = V(9T - 0T) and V(-) =
V(=9 T - 0T), the red curve: Vy(+) = V(0 T — 9 T) and Viy(-) = V(0 T — -9 T). Note that the p, curves obtained in this way show significant differences not only

in absolute values but also in the sign. The data are suggestive of the existence of many nearly degenerate metastable low-energy states.

occur at quite different B values. For higher fields, above about
6 T, the py(B) curves start to merge, i.e., the hysteresis becomes
less pronounced.

Note that at T = 0.4 K we observe switching and memory ef-
fects in the longitudinal magnetoresistivity p(B) as well, but this
effect is less striking; the relative magnitude of random jumps is
much smaller, about 0.1% of the average value of p(B), so no
jumps are clearly visible on the scale of Fig. S1. In contrast, at the
same temperature, the amplitude of random jumps in py exceeds
100% of the average value of py. Thus, the measurement of the
Hall effect is a much more (3 orders of magnitude) sensitive
method to detect this hysteretic state than the magnetoresistance
technique, in line with our expectations.

We turn now to the results of Hall effect measurements for the
entire combinatorial library. In Fig. 54, we show py(B) at low
temperature (7' = 0.4 K) for several representative pixels; it ap-
parently shows the characteristic random jumps in every device.
This corroborates that their occurrence is indeed intrinsic to
underdoped LSCO over some range of doping levels near the QCP.

In Fig. 5B, we show the values of T.(R = 0) and of the field
B¢ that destroys any remnants of superconductivity and makes
the hysteretic switching appear, measured at a fixed temperature

(T = 0.4 K), for different doping levels. The general trend, a
monotonic increase of B¢ with x, is understandable—a higher
doping level corresponds to a higher 7, and to a larger con-
densation energy, and hence it takes a stronger magnetic field to
destroy the superconducting state. (We mention in passing that
this is yet another direct proof that the effect is intrinsic; all of
the channels are measured simultaneously in the same field and
at the same temperature, and show essentially the same in-
strumental noise, 2 orders of magnitude lower than the jumps in
pu.) The phase diagram of underdoped LSCO, determined by the
measurements on the entire combinatorial library, is sketched out
in Fig. 5C. The phase characterized by erratic switching in py is
denoted as the CCG state, for the reasons presented in Discussion
below. It is clear that the insulator state evolves into the CCG state
when the temperature decreases due to the strong localization at
low temperatures. Thus, the ground (zero-temperature) state is
determined by competition between the superconducting and
CCG states. The so-called “superconductor-to-insulator” transi-
tion indeed is a “superconductor-to-CCG” quantum phase tran-
sition that can be triggered by decreasing the doping level or by
increasing the applied magnetic field, as demonstrated in Fig. 5C.
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Fig. 5. Phase competition in LSCO near the QCP at x = 0.06. (A) The Hall resistivity at T = 0.4 K as a function of the magnetic field, in several representative
pixels from the COMBE library under study. (B) The doping dependence of T, (red diamonds, left scale) and of B¢g (blue circles, right scale), the field above
which hysteretic switching appears. The fact that erratic switching is observed in every pixel, with the systematic doping dependence, is yet another proof that
it is intrinsic to LSCO doped in the vicinity of the QCP. (C) The B-T-x phase diagram determined from the measurements on the entire combinatorial library.
The CCG state evolves from the insulator state as the temperature T decreases (the phase boundary is denoted by the dashed lines). The CCG state and the
superconductor state (SC) compete for the ground state at zero temperature. By decreasing the doping level x or increasing the applied magnetic field B,
LSCO undergoes a quantum phase transition from the SC state to the CCG state.
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Discussion

We now outline a physical picture that can account for our exper-
imental results. We have shown that in underdoped LSCO at fixed
(low) temperature and magnetic field, the value of pj; can fluctuate
by several hundred percent, and even change sign, depending on the
sample’s history. This p behavior, fundamentally different from the
smooth and monotonic magnetic field dependence of py in LSCO
reported in the literature (38, 39), remained undetected so far be-
cause it only occurs at very low temperature (7' < 1.5 K) and in a
narrow composition range near the QCP at x. ~ 0.06. This phe-
nomenon cannot be explained within the framework of standard
theories of transport in conventional metals and semiconductors.
For example, in the Drude model, py is inversely proportional to
the carrier density, so the reversal of sign of py would imply that the
carrier type changed from holes to electrons. However, it seems
unlikely that one could switch between holes and electrons by just
tweaking the magnetic field up and down. Next, we argue that this
phenomenon is intrinsic. Whereas atomic and structural defects
inevitably occur in any film, this cannot be the origin of the ob-
served switching. First, for fluctuations in py by more than 100%
to come from impurities and defects, their density would have to
be very high, and we would have easily picked up their signature
in reflection high-energy electron diffraction (RHEED), atomic
force microscopy (AFM), and high-resolution X-ray diffraction
(XRD) measurements—which we have not. We monitored the
RHEED pattern throughout the growth process and we observed
no signals attributable to defects or precipitates. The postgrowth
AFM and XRD measurements indicated an atomically smooth
single-crystal LSCO film. The upper limit on the density of con-
ceivable defects is orders of magnitude too low to cause jumps by
100% in py. Second, the critical field Bcg shows continuous and
monotonic dependence on the doping (Fig. 5). It is unlikely that
this could originate from some random defects (none of which
have been observed). In contrast, the doping dependence of Bcg
can be naturally understood as a consequence of the gradual ap-
proach to the SIT. Third, the overall time to ramp the magnetic
field in the Hall experiment at one fixed temperature is about 4 h,
so the time scale between two local peaks/valleys in py is typically a
few minutes (Figs. 3-5). The fluctuations under discussion are very
slow, indicating that the domains are large, probably on the mi-
crometers scale. Fast fluctuations, as would be caused by atomic
defects, may be present as well, but are averaged out and not de-
tectable in our experiment. Fourth, py manifests hysteretic behavior
and memory effects as shown in Fig. 4. All these findings can be
attributed to intrinsic fluctuations in py. Moreover, our findings are
corroborated by direct STM imaging of localized charge domains in
bulk single crystals of NCCOC (31, 32) and BSCCO (33), indicating
that the occurrence of CCG is not only intrinsic but also universal
to the HTS cuprates.

Therefore, we have to consider more exotic mechanisms, beyond
the nearly free electron model. In particular, we should contemplate
the Hall effect in a charge-, spin-, or superconducting vortex-glass
state, all of which were reported to occur in underdoped cuprates
(6-12). Although regrettably a broadly accepted quantitative theory
of these phenomena is still missing, we can discriminate between
these three glassy states based on qualitative arguments, as follows.

According to the previously reported muon spin rotation and
magnetic susceptibility experiments (6-8), our underdoped LSCO
films should exhibit spin-cluster-glass behavior at low temperature
(TsG ~ 3 K for x = 0.063). However, in the spin-glass state there
should be no long-range order of magnetic moments, and the net
moment should vanish after averaging; thus one should not expect
the spin degrees of freedom to strongly affect the electric transport.

Superconducting vortex-glass and vortex-liquid states are both
expected to appear (12, 40-43) in underdoped LSCO. The vortex
motion is involved as long as the SFs are present, which is the
case in Fig. S1 for T'< 15 K. In the vortex-liquid state, continuous
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flow of vortices should create no discontinuity in transport
properties such as py. On the other hand, in the vortex-glass
state, at low density and low probe currents the vortices should
all be pinned and immobile, thus not contributing to the Hall
effect. Whereas the phase transition between the vortex-liquid
and the vortex-glass states should be of the first order, in line
with the observed hysteretic behavior, this occurs only within a
very narrow (~10-mK wide) temperature window centered at the
transition temperature, and in a very narrow field range (41, 42).
In contrast, we have shown that for x = 0.063 py is hysteretic at
all temperatures below 7 = 1.5 K and in all fields up to 9 T (the
maximum available in this setup). Thus, whereas the spin-glass
and vortex-glass states likely both occur in our LSCO samples in
certain temperature ranges, we conclude that they are not re-
sponsible for the fluctuations and hysteresis in p reported here.
The only remaining possibility is the CCG—a state where the
charges are localized and distributed nonhomogeneously across the
sample (9-11). One envisions many different, metastable charge
distribution patterns, essentially degenerate in energy—a situation
we have illustrated by sketches in Fig. 1. This makes the sample very
susceptible to fluctuations, which trigger frequent switching from
one metastable pattern to another. This kind of switching can ex-
plain random jumps in our py. Quantum fluctuations are expected
to grow upon approach to the SIT quantum critical point, as ob-
served. The disappearance of the glassy state for 7> 1.5 K indicates
either that quantum fluctuations diminish rapidly with the tem-
perature, or that thermal fluctuations wipe out glassiness, or both.
We observed, in agreement with ref. 11, that SFs intensify as
the temperature is lowered until 7¢¢ but then weaken and dis-
appear as the temperature is lowered further. At the same time,
hysteretic switching due to charge localization in clusters gets
stronger. This is indeed what one would expect from the charge-
phase uncertainty relation. An important point is that this clearly
indicates that the two orders compete for the ground state.
The key open question is what the effective charge of localized
carriers is. STM in Bi,Sr,CaCu,0g revealed (15, 16) checker-
board patterns of static CDW, with periodicity 4a, X 4a,. This
has been interpreted as a Wigner crystal formed by hole pairs at
x = 1/8 doping, dubbed the “pair density wave” or CDW of
Cooper pairs (CPCDW) (44-49). In previous experiments (50)
with electrolyte gating of LSCO we were able to traverse the SIT
using the electric field effect, and found that the transition (in
zero magnetic field) occurs at the quantum resistance for pairs,
R. =Ry = h/(2e)* = 6.5 kQ. This is suggestive of the existence of
pairs on both sides of the SIT, which are localized in the in-
sulator whereas delocalized and condensed in the HTS state.
In summary, we have shown that in LSCO doped near the
QCP at x ~ 0.06 the superconducting state is competing with a
quantum CCG state—a glassy version of CDW, clustered but
without long-range coherence, pinned on defects such as Sr**
dopant ions, and subject to massive quantum critical fluctuations.
The fact that this strange state of condensed matter occurs in
HTS cuprates may not be a mere coincidence.

Materials and Methods

For sample synthesis, we have used the COMBE system at Brookhaven Na-
tional Laboratory. La,,Sr,CuO,4 films, 20 unit cells (26.4 nm) thick, were
grown on LaSrAlO, substrates polished perpendicular to the crystallographic
[001] direction. We monitored synthesis in real time by RHEED, which in-
dicated perfect atomic-layer-by-layer growth. Using a single Sr source aimed
at a shallow angle (20°) with respect to the heated substrate, we varied the
doping level x in the film continuously from 0.062 to 0.065. Two sources each
were used for La and for Cu, and their deposition rates and shuttering times
were adjusted to preserve accurately the 2:1 ratio between (La + Sr) vs. Cu;
this is critically important to avoid nucleation and growth of unwanted
precipitates of secondary phases, such as CuO and La,Os. The film as grown
is a single crystal, just with a small gradient in Sr doping level (13).

We used photolithography to pattern the film into a Hall bar, 10 mm long and
300 pm wide, with 64 gold contact pads and leads. The sample is thus formed
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into a one-dimensional combinatorial library with 31 segments (“pixels”), each
with a slightly different chemical composition—from one pixel to the next, the
doping level x increases in extremely fine steps, Ax = 0.00008. We can estimate
the error bars as follows. We measure the deposition rates by quartz crystal
monitor and atomic absorption spectroscopy in situ, cross-calibrated by ex situ
Rutherford back-scattering spectroscopy and X-ray reflectometry measure-
ments, with compound absolute accuracy conservatively estimated to be better
than 3%. Hence, the Sr doping level at the sample center is x = 0.0635 + 0.0019.
However, the doping gradient is continuous, linear, and fixed very accurately by
the system geometry at 4% per 1 cm. Hence, the relative (pixel-to-pixel) accu-
racy is much better. For 1 pixel, the uncertainty in its relative composition (say,
compared with its nearest neighbor) is determined by its length, 300 pm, so one
can take it to be +0.00004, although this is not random. Moreover, the width of
voltage contacts is just 10 um, making this (relative) uncertainty 30x smaller in
Hall effect measurements. Altogether, these error bars are orders of magnitude
smaller than the markers we use in the figures.

Magnetotransport measurements were performed in a Helium-3 cryo-
genic system equipped with a superconducting magnet, providing field up to
9 T. To enable multichannel data collection, electronic connections to the
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custom-designed sample-mounting stage are made by 32 pairs of individually
twisted and shielded manganin wires. The heat load to the sample is mini-
mized by appropriate thermal anchoring. The temperature can be varied
between 300 mK and 300 K, with stability better than +1 mK. In all transport
measurements reported here, the excitation (bias) current density was kept
very low, j = 3 x 102 A/cm?. The corresponding voltages are measured by a
custom-built, parallel-running, multichannel digital lock-in setup. Thus, p
and py are measured simultaneously at every pixel in the combinatorial
library. A multiplex is used for easy switching between the p and py
measurement configurations.

Apart from allowing the study of doping dependence with unprecedented
accuracy, the COMBE technique reduces the sample-to-sample variations,
because each “sample’ (i.e., pixel) is synthesized on the same substrate under
the same thermodynamic conditions and undergoes the same history in-
cluding lithographic process steps, exposure to atmosphere, etc.
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