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1. Introduction

Medical transport plays an integral role in supporting health care delivery as patients often 

present to hospitals or clinics that do not provide the necessary services that acutely ill or 

injured patients require. Patient transfers primarily can be categorized as emergent or non-

emergent. A growing body of evidence supports transfer of patients experiencing time 

sensitive emergencies such as trauma, stroke, or heart attack. However, there is sparse 

evidence to support the decisions of if, how, and when to transfer non-emergent patients who 

oftentimes experience poor outcomes [1–3].

Investigating patient transfers has presented multiple challenges due to the many facets 

involved in moving patients between hospitals and sometimes across health systems. A 

primary limitation is the lack or accessibility of data that are required to adequately assess 

the effect of the transfer on patient outcomes. Until recently, most research efforts 

investigating transferred patients have remained isolated to individual units or hospitals, 

producing limited insight and restricting our overall understanding of how transfer 

influences patient outcome.

The proliferation and use of electronic medical records (EMR) in the clinical setting now 

provides a rich source of clinical data that can be leveraged to support research on patient 

outcomes, comparative effectiveness, and health systems research. Particularly, reusing 

EMR data provides the distinct ability to study patients and interventions in actual clinical 
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practice as they naturally occur [4], facilitating rapid translation of findings back into 

practice. Most research efforts now include EMR data abstraction to support individual 

studies, or more generally to support aggregation of large volumes of data in disease specific 

registries or clinical data repositories. Such is the case for the Transport Data Mart (TDM)

[5] that we developed to support comprehensive outcomes research efforts that aggregates 

patient data across the entire episode of care for a patient that is transported from one 

hospital to another. However, amassing the large volume and variety of data that robust 

clinical EMRs provide is only the first stage. Once the appropriate data are identified and 

aggregated, the suitability of the data for research purposes [6–8] must be addressed.

Typically initial efforts for assessing the quality of EMR data abstracted for research 

purposes are focused on identifying and validating that the correct patient population was 

identified and abstracted. One approach, proposed by Faulconer and Lusignan’s [9] eight 

step approach to assessing diagnostic data quality, provides an example of the steps 

necessary to accurately identify a patient for inclusion in a specific disease registry. 

However, for transported patients this potentially complicated problem of identifying 

patients that are transported does not exist. A patient either undergoes transfer or does not, 

creating a singular inclusion criterion for abstracting that particular episode of care into the 

TDM. Another approach is the Data Quality Probe method proposed by Brown and 

Warmington [10] that identifies cases in an EMR system that are not successfully matched 

(concordance), or contain errors between one item and another, that when applied 

longitudinally can improve data entry practice and overall quality.

Transported patients present a different problem related to matching the individual 

encounters across the multiple admissions and discharges that represent the entire episode of 

care. Capturing the entire episode of care includes linking EMR data from the referring 

hospital EMR, the transport EMR – if available, and the receiving hospital EMR. While the 

definition of data completeness can vary depending on the task at hand [11], an overarching 

assessment of data completeness, or in this case, inclusion and concordance across data 

sources, must be evaluated to assess the overall integrity of data inclusion and integration 

within the TDM. Therefore, the purpose of this paper is two-fold. First, we present a 

stepwise framework capable of guiding initial data quality assessment when matching 

multiple data sources regardless of context or application. Then, we demonstrate a use case 

of initial analysis of a longitudinal data repository of electronic health record data that 

illustrates the first four steps of the framework, and report results.

2. Materials and methods

2.1 Framework

The conceptual framework guiding this study is based on the five dimensions presented by 

Weiskopf and Weng[6] (completeness, correctness, concordance, plausibility and currency), 

with a specific focus on guiding deep evaluation of completeness and concordance of 

variables used in record linkage, and then assessment of the variables required for analysis 

across multiple data sources. The five dimensions as defined by Weiskopf and Wang are: 1) 

completeness– “is a truth about a patient present in the EHR?” 2) correctness – is an element 

that is present in the EHR true?” 3) concordance –“is there agreement between elements in 
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the EHR, or between the EHR and another data source?” 4) plausibility – “does an element 

in the EHR make sense in light of other knowledge about what that element is measuring?” 

and 5) currency – “is an element in the EHR a relevant representation of the patient state at a 

given point in time?”

Concordance becomes particularly important during data quality assessment in a 

longitudinal data repository. Due to the need to assess several elements of data presence and 

agreement across multiple records or data sources simultaneously in one distinct step, it is 

useful to think of concordance as a construct - “longitudinal concordance.” The construct 

longitudinal concordance is defined as assessing data element presence, agreement, and 

source agreement of specified variables across multiple data sources. The first concept, data 

element presence is defined as the minimum required data elements to facilitate matching 

data across sources. For example, matching across medical record sources (as illustrated in 

the case example provided in detail later) would entail identifying the necessary variables 

required that might include: medical record number, patient name, admission date/time, etc.; 

while matching across disparate data sources such as Twitter accounts (twitter handle, date/

time), to weather data (date/time, location), entails different data to assess for initial 

feasibility of matching across domains or sources. Then the second concept, data element 

agreement, is defined as “two or more elements within the target data domains or sources are 

compared to see if they report the same or compatible information” [6]. Lastly, data source 

agreement is an extension of data element agreement and is defined as “data from the data 

domains or sources are compared with data from another domain or source to determine if 

they are in agreement”[6]. By definition data element presence, data element agreement, and 

data source agreement are considered as individual data quality assessment methods. For the 

purpose of longitudinal data quality assessment, they are combined into one methodological 

step, and can be applied to any sets of variables within and across any two or more data 

sources. Therefore, the construct longitudinal concordance subsumes the dimensions of 

completeness and correctness within it. The importance of assessing longitudinal 

concordance can be illustrated by the patient demographics that are present in each episode 

of care record. The primary questions to be addressed when assessing longitudinal 

concordance include: 1) are each of the data elements of interest present in each record, and 

2) do those same data elements agree across record sources and domains? Operationalizing 

the currently proposed conceptual framework requires incorporating four definitions of data 

completeness [12] (documentation, breadth, density, and, prediction) that offer specific 

assessment measures to develop a standard stepwise approach that can be replicated in other 

projects. Merging the data quality dimensions with the data quality assessment definitions 

yields a six step process – due to the addition of a preliminary assessment step for including 

external data sources (i.e. patient log), and the breakout of data element presence as a 

discreet and significant assessment step - to conducting data quality assessment for a 

longitudinal data repository as displayed in Figure 2 with each step more fully described in 

the Analytical Approach section 2.4.

2.2 Guiding Aim

The guiding aim for this investigation is to identify the total number of patient episodes of 

care that include data across the entire episode of care for all patients transferred by 
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helicopter (sending hospitalization, transport, and receiving hospitalization). We choose this 

subgroup because it represents the most restrictive patient population with the most amount 

of records across data sources to be matched. Conducting this data quality and matching 

assessment entails three distinct phases of assessment and groups of variables. The first 

assessment phase consists of the steps and variables of interest necessary to match the 

records across domains or sources (refer to Figure 2). Then, once records are successfully 

matched across sources, the second assessment consists of identifying and assessing if the 

analytical variables of interest are present and sufficiently represented in the available data to 

answer the research questions. Lastly, though not demonstrated in this paper, phase three 

consists of analyzing the data to predict absence of data (missingness — e.g. missed medical 

appointment) or the anticipated generation of new data in the future (e.g. hospital 

readmission). Each patient episode of care must be successfully matched across care 

encounters and include specific clinical variables. For the purpose of this investigation 

specific categories of variables of interest include: procedures, laboratory results, 

medications, and vital signs.

2.3 Data

The TDM is a comprehensive data mart that incorporates records for all patient transfer 

requests for the Cleveland Clinic Health System. Cleveland Clinic is a not-for-profit health 

system in Northeast Ohio that consists of a main campus in Cleveland and eight community 

hospitals throughout the region. The health system handles approximately 32,000 patient 

referrals for transport, and moves approximately 5,300 of those patients annually by 

ambulance, helicopter, and jet. The TDM consists of patient EMRs from three primary 

sources: referring hospital, transport EMR, and the receiving hospital (Figure 1). Each 

source contains multiple data domains primarily abstracted from the patient’s EMR 

(interventions, lab results, vital signs, medications), financial, and risk mortality prediction 

data. Inclusion of patient encounters is generated by the transport request log that is 

maintained by the transport team. Every request for possible transfer is logged by capturing 

basic patient demographics, patient location, and reason for transfer. Each data abstraction is 

initiated from the transport request log and linked to a matching patient encounter from the 

three primary sources. However, not every log entry is successfully matched to an inpatient 

hospitalization (e.g. the transfer never took place). Additionally, not every encounter can be 

matched to both a sending and receiving hospital if the patient is either transferred-in from a 

non-health system hospital, or transferred out to a non-health system hospital. Encounters 

that are not machine linked via the matching algorithm are entered into a queue for manual 

review by system administrators for matching or permanent disposition as an unmatched 

record via a data mart graphical user interface. For purposes of demonstrating this project, 

we assessed all data from 2014.

2.4 Analytical Approach

Phase 1 – Recorded Matching Assessment

Step 1

Preliminary analysis: The first assessment to conduct is whether the appropriate records are 

included into the TDM. The initiating source for record matching and curation is the 
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transport log. Each entry into the log is potentially mapped to a hospital encounter at the 

receiving hospital, and potentially to the sending hospital if the transfer originated within the 

health system. However, creation of a transport log entry does not necessarily mean that a 

patient was actually transferred into the health system, primarily due to the patient never 

being transferred, or the patient was transferred to a non-health system hospital. Step 1 may 

not be applicable to all data quality assessments of longitudinal data repositories (e.g. studies 

using data from only one EMR will not need to complete this step as it does not apply).

Step 2

Documentation – Longitudinal Concordance: Simply assessing if records are present for 

each transport log entry is insufficient for assessing documentation completeness as a 

particular set of variables are used to perform this initial assessment. Of particular 

importance to assessing the quality of data matching in a longitudinal registry is the added 

dimension of longitudinal data agreement. Longitudinal data source agreement as used in 

this study is defined as the agreement of those basic demographic elements that must be 

contained in each record to assess likelihood of a positive match between records. The 

number of required data elements to assess an appropriate match will vary depending on the 

data sources and overall data management practices related to your own institution. For 

example, the Cleveland Clinic health system maintains an enterprise medical record number 

for each patient that is unique, and capable of matching any number of varying medical 

record numbers that may exist for a given patient at different hospitals within the health 

system. Although a unique patient identifier, the enterprise medical record number does not 

provide sufficient record linking capabilities in itself. The TDM requires a temporal order of 

a minimum of one patient encounter, either at the sending or receiving hospital within the 

health system. The admission and discharge date and times must be incorporated to match 

the records as the patient progresses through the episode of care. Therefore, as a second level 

assessment of documentation, longitudinal registries must include assessment of 

completeness to include the verification of demographic data agreement across the necessary 

data sources. Conceptually, including demographic variables that are commonly associated 

with every record (i.e. last name, first name, date of birth, medical record number) is not 

measuring breadth - as previously described by Weiskopf et al. [12] - of available records for 

that particular patient as those data elements are generally included in every record by 

default and do not represent volume of available data.

To measure longitudinal data agreement in the TDM we identified the common demographic 

data elements that are used to match each patient hospital encounter record across the TDM 

to include: (1) last name, (2) first name, (3) date of birth, (4) gender, (5) medical record 

number linked to patient identification number, then in combination (6) transport date and 

(7) transport time, matched to (8) receiving hospital and (9) receiving hospital admission 

time, and/or (10) sending hospital and (11) sending hospital discharge time (Table 1). Each 

of the data elements are compared by the matching algorithm to assess appropriateness of 

matching candidate records individually and in combination. Step 2 is likely to apply to 

most data adequacy evaluations as record matching across EMR types is critical to most 

studies of this type.
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Step 3

Breadth: The next level of assessment for records that are correctly identified is to assess the 

breadth of available records linked to that particular patient encounter. Types of records that 

can be included in this assessment include: labs results, medications, procedures or 

interventions, vital signs, financial or administrative records, and others. The first level of 

assessment is identifying whether there are records that are successfully matched to that 

specific encounter, understanding that there are three encounters per matched record, and the 

depth and type of data that those records include. The second level of assessment includes 

accounting for the availability of each of the desired record domains for each hospital day 

(i.e. laboratory results, medications, vital signs, procedures). To assess breadth in the TDM, 

we assessed the presence of the following records for every patient hospital day for each 

encounter: vital signs, laboratory results, procedures, and medications. Breadth requirements 

will vary by study; some studies may have more periodic (i.e. less frequent) record domains 

of some types. For example, in a home health care record, vital signs would be expected on 

each visit whereas laboratory results would be less frequent.

Phase 2 – Analytical Variable Assessment

Step 4

Data element presence: Once it has been established that sufficient records exist and the 

breadth of those records covers the range of data necessary to answer the research question 

at hand, an assessment of data element presence should be conducted. Assessing data 

element presence, while done in step 2 for the specific matching variables related to 

assessing correct matching of records across encounters, must also be completed as a 

standalone step to enable assessment of specific variables of interest. Assessing data element 

presence can consist of either generally assessing for several data elements of interest or 

every data element required to answer the research questions such as general descriptive 

statistics or pre-specified prediction models. Several data elements of interest might be 

specifically targeted to assess for their presence. To establish metadata for the TDM, we 

assessed data element presence by measuring the presence of a diagnosis, set of vital signs 

(systolic/diastolic blood pressure, heart rate, breath rate, pulse oximetry – resting rate), and 

lab panels – comprehensive metabolic panel, complete blood count for each hospital day. As 

noted in Step 3, this step will vary depending on the nature of the study. The important 

element is that this is specified apriori.

Step 5

Density: Although not directly associated with this study due to the immediate nature of 

care that transported patients’ progress through, assessment of density can be applicable. For 

instance, performing longitudinal analyses that assess patient trajectory over time may be 

useful, or in the case of assessing predictability – an additional dimension of data 

completeness not covered here – assessment of density is necessary. Therefore density can 

be measured by assessing if the desired number of records or data points are available over a 

set period of time [12]. To perform a longitudinal assessment of patient trajectory in the 

TDM we would first assess the number of records that had prior records available leading up 

the incident hospitalization for the transferred patient. Then, we would assess the number 

Reimer et al. Page 6

Int J Med Inform. Author manuscript; available in PMC 2017 June 01.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



and types of records available for each patient. Other ways of assessing density can be 

accomplished as described by Weiskopf and Hripcsak’s article on assessing data 

completeness in which they implemented an adjustment calculation more completely 

described by Sperrin et al. [13]. For other studies, there may be apriori density measures 

established. For example, some post-acute care sites like home health care require the 

completion of a standardized data collection (OASIS) at least every 60 days. If the OASIS 

density measure was not met, it would raise issues relative to the data quality.

Phase 3 - Analysis

Step 6

Prediction: Prediction is also not assessed in this study but may be applicable in other 

applications. Prediction is genreally considered as the ability to resue EMR data to “predict 

something or find an association” [12]. The abiity to use EMR data to predict future events 

has received increased attention as hospital and health care systems are leveraging their data 

to identify high risk patients to receive increased care or targeted interventions (i.e. patients 

most likely to be readmitted). Current applications include using EMR data to run risk 

calculators or nomograms to aid clinical decision making for patients and providers and is 

accomplished through applying regression models to predict the desired event or outcome 

[12]. Specific examples include computational frameworks that can formulate and query 

EMR data to identify adherance to long-term medications [14], or develop a prognostic 

model capable of predicting trauma patient outcomes after damage control surgery based on 

EMR data available at the time the model is run [15]. Applying prediction to TDM data 

could yield clinical decision support via models that recommend the appropriate transfer 

method (helicopter or ambulance), or if the patient should be transferred at all.

3. Results

Step 1 – Preliminary analysis—There were a total of 9,557 log entries for 2014. Of 

these, 8,139 log entries were successfully matched to corresponding records in the health 

system EMR with only 537 cases requiring manual matching due to errors in patient 

demographics entered in the transport log that are later corrected in the permanent hospital 

EMR. Of those successfully matched cases, 2,832 were successfully mapped to both the 

sending and receiving hospital encounters within the Cleveland Clinic health system for the 

specific episode of care that included transport (both ground and air), with 196 records 

requiring manual review and mapping (resulting in a 93% automatic matching rate). The last 

group consisted of those records successfully mapped across the entire episode of care to 

include sending and receiving hospital encounters as well as the transport encounter 

(helicopter trips only), of which there were 590 complete cases. For purposes of 

demonstrating each of the following assessment steps longitudinally, the default working 

dataset will consist of the 2,832 patients that were successfully matched to both sending and 

receiving hospitalizations.

Step 2 – Documentation - Longitudinal Concordance—Assessing longitudinal 

concordance was completed in two steps (figure 3). The first step was assessing those 

records that were automatically matched via exact matching criteria on three progressive 
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levels of record inclusion across the episode of care with the current working dataset of 

2,832 cases remaining from step 1. The first group was matched between the transport log 

with any corresponding patient encounter in the EMR: last name, first name, date of birth, 

gender, and medical record resulting in 1,557 of 2,832 records automatically matched (55% 

automatic matching rate). To assess matching from the transport log to a corresponding post-

transport hospital encounter, group two consisted of matching the variables included in 

group one, with the additional variables: combination of transport date and time plus 

receiving hospital name, and transport date and time plus receiving hospital admission time 

to assess the temporal order of transfer. The combination of matching variables in group two 

resulted in 1,113 automatic matches (39% automatic matching rate). Group three consisted 

of matching records across the episode of care to include sending hospital records. In 

addition to the variables included in group two, group three added: combination of transport 

date and time plus sending hospital name, and transport date and time plus receiving hospital 

name. Group three resulted in 1,104 of 2,832 cases being automatically matched (39% 

automatic matching rate).

The second level consisted of assessing each variable individually for a successful match 

between the transport log and corresponding patient encounter in the EMR (Figure 3). 

Automatic matching consists of the TDM running an algorithm to match each variable based 

on relaxed temporal constraints when applicable. Last name, first, gender, medical record 

number, sending hospital name and receiving hospital name were based on exact matching. 

Date of birth is captured in years in the transport log and was therefore matched on the date 

of birth transformed into years from the exact date of birth contained in the EMR records. 

Transport date and transport time was matched on ± 2 days of the specified date/time 

contained in the transport log. As presented in figure 3, the results vary across the individual 

variables with the sending hospital yielding the highest automatic match rate of 2,765 of 

2,832 records matching (98% automatic match rate), and receiving hospital admission time 

yielding the lowest automatic match rate of 2,249 of 2,832 records automatically matched 

(79% automatic match rate).

Step 3 – Breadth—Medications (93%) were recorded most often for each encounter, and 

the least frequently recorded were laboratory results ranging from 59–65% (Table 2).

Step 4 – Data Element Presence—Vital signs averaged the highest number of mean 

recordings per encounter ranging from 106–143, with the widest range of 0–9896 (Table 1). 

Laboratory results exhibited the smallest number of repeated measures averaging only 7–8 

panels per admission. Procedures and medications also varied widely between encounters.

4. Discussion

Completing data quality assessment via the proposed stepwise framework yielded several 

insights. We choose to use inclusion criteria that would identify the smallest subgroup of 

potential subjects to be included while demonstrating the application of the data quality 

framework. This is evident in the final study sample of 590 subjects that demonstrates how 

quickly the number of eligible research subjects can reduce based on how broadly or 

narrowly the inclusion criteria are defined. These findings also suggest that there is a certain 
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absence of records, that for whatever reason, can be considered a false record (i.e. an 

encounter note generated but not actually filled out and still remains in the system) and thus 

not matched across data sources. Therefore, completing step one quickly provides a way to 

identify potentially eligible study subjects out of the total population available, and if there 

are adequate subjects to move forward. If, for instance we were conducting a study on all 

patients referred for transport and their associated clinical outcomes, then the study 

population would be much larger.

Applying exact matching criteria in the first level of assessment in Step 2 resulted in poor 

automatic matching efficiency ranging from 55% down to 39% as the number of matching 

variables increased. These results demonstrate the variability inherent in data entry practices 

across record sources and that a lot of work is necessary to develop appropriately relaxed 

temporal constraints to improve automatic matching efficiency. After initiation of efficient 

matching algorithms, matching efficiency remained relatively consistent. Additionally, there 

appears to be relatively limited drop-off of additional records when the criteria for matching 

increases after the first group of matching variables is initiated. This also seems to be 

reflected in results from Step 3 in that 92% of the records contained a complete set of vital 

signs, suggesting that there are a high proportion of records that contain nearly complete 

data.

A primary problem when analyzing EMR data is the high dimensionality of the data — the 

number of covariates is far greater (often in multiples) than the sample size [16]. The 

measures of central tendency reported in Step 4 indicate that a smaller proportion of records 

contain the most amount of data, exemplifying the necessity to assess data element presence 

as a discreet step during initial data quality assessment. For example, the average hospital 

encounter contains around 100 vital sign measurements, 7 laboratory testing measurements, 

21 procedures, and 55 medication administrations. Yet when assessing the range for each of 

these categories, especially for vital signs (0 – 9896) and procedures (1–981), we see that the 

averages are skewed dramatically to the right. This skewness can have implications for 

planning data inclusion and statistical analyses of how to handle those cases with 

voluminous data points.

Another issue is how to handle those encounters that are not included due to not meeting the 

final matching criteria. Although a record may not be included in the final sample, it may 

contain enough data to enable running comparative analyses to assess for potential 

differences between the final sample and those records not included. Conducting 

comparative analyses may or may not identify potentially significant differences in the two 

samples. Decisions can be made as to which variables must absolutely be matched or if there 

is room for adjusting the temporal matching criteria around each matching variable (e.g. 

discharge date/time from the sending hospital and the transport EMR may not temporally 

match — there can be overlaps in time, or major gaps between documented discharge and 

pickup times ranging anywhere from several minutes to hours). Alternatively, different 

matching approaches such as probabilistic matching could be implemented that has shown 

high accuracy when compared to the deterministic approach reported here, especially when 

human review is not possible [17] or when missing data entries are reducing reliability [18]. 

Depending on the study questions and study purpose, it might be advantageous to include 
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records that do not contain all variables of interest as this more accurately reflects real-life 

clinical practice where not all information is known or available at the time decisions are 

being made. These are important considerations as we move forward and develop methods 

of handling real-world generated data to develop decision support systems capable of 

supporting a true learning health system [19].

This study has several limitations. First, EMR data for this study is from only one health 

system, including only on EMR program (Epic), and one transport EMR (GoldenHour). 

Second, we only assessed one year of data (2014), including a larger sample of data may 

have yielded different matching results. However, during 2014 the hospital based transport 

log was transitioned from a SharePoint based transport log to an in-house developed SQL 

based log, providing a useful test case for the matching algorithms (that includes 40 

individual abstraction and matching steps) across data sources.

Lastly, although we provide evidence that no one variable contributes to poor matching 

across patient encounters of care (Figure 3), in combination, even minimal missingness of a 

combination of matching variables can lead to reduced matching efficiency. One of the 

limitations in assessing data completeness is that there is no guidance as to what the metrics 

or benchmarks for data concordance, completeness and correctness should be. Currently, 

implementing approaches such as the Structured Data Quality Report method [20], or the 

Data Quality Probe [10] method over time have been shown to improve provider practice for 

clinical data entry and thus data completeness, additional assessment efforts are necessary. 

Future work should focus on identifying what constitutes acceptable missingness, and/or 

establish benchmarks of acceptable inclusion levels of patient records (e.g. what are 

acceptable confidence intervals for predictors within a decision support system that is 

developed and then runs on EMR data, and when can it be introduced into practice).

5. Conclusion

The proposed six-step data quality assessment framework is useful in establishing the 

metadata for a longitudinal data repository that can be replicated by other investigations. 

Additionally, the framework provides a pragmatic stepwise approach to identify a potential 

study population available from a given data repository for a research project to answer 

specific research questions. However, there are practical issues that need to be addressed 

including the data quality assessments identified here. As health care systems move from 

episodic payment to payment structures that follow patients across sites of care, the need for 

high quality EMR data that crosses sites of care will become increasingly important. In 

addition, as interoperability issues are resolved, the advantage of having high quality data for 

clinical decision support will offer new opportunities for research, but more importantly for 

clinical practice. Currently, the most prescient issue to address is the need to establish data 

quality metrics for benchmarking acceptable levels of EMR data inclusiveness through 

testing and application.
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Highlights

• The proliferation of electronic medical records (EMR) provides a rich source of 

clinical data.

• Currently, no standardized approach has been proposed to assess data 

completeness.

• The six-step data quality framework can guide standardized metadata 

assessment.

• Applying the same assessment framework can lead to standardized reporting in 

research.

Reimer et al. Page 13

Int J Med Inform. Author manuscript; available in PMC 2017 June 01.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



Figure 1. 
Transport Patient Data Mart: Data domains and source databases
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Figure 2. 
Steps of Operational Framework

Reimer et al. Page 15

Int J Med Inform. Author manuscript; available in PMC 2017 June 01.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



Figure 3. 
Data Source Agreement

Reimer et al. Page 16

Int J Med Inform. Author manuscript; available in PMC 2017 June 01.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript

Reimer et al. Page 17

Table 1

Data Element Matching

Data Element

Data Source

Transport Log Sending Hospital Transport EMR Receiving Hospital

Last name X X X X

First name X X X X

Date of birth X X X X

Gender X X X X

Medical record number X X X X

* Discharge date/time X X

* Transport date/time X X

* Admission date/time X X

*
individual data elements of date and time are combined, collapsing 6 individual elements into 3 for purposes of displaying matching between 

sources
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Table 2

Breadth and Data Element Presence

Number of recordings per Patient per hospitalization

% with data mean median range

Vital signs

Pulse 92 143 55 0 – 9896

Blood Pressure 92 106 50 0 – 5022

Respirations 92 129 52 0 – 6459

Pulse Oximetry 92 140 50 0 – 9658

Laboratory Results

Complete Metabolic Panel 65 8 5 0–225

Complete Blood Count 59 7 4 0–245

Procedures 1 78 21 9 1–981

Medication 2 93 55 37 1–910

1
Measure of total procedures performed per hospitalization (e.g. intravenous catheter insertion, intubation, MRI scan, etc.)

2
Measure of total medication administrations per hospitalization — can include multiple administrations of the same medication
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