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Abstract

Behavioral economic demand analyses that quantify the relationship between the consumption of a 

commodity and its price have proven useful in studying the reinforcing efficacy of many 

commodities, including drugs of abuse. An exponential equation proposed by Hursh and 

Silberberg (2008) has proven useful in quantifying the dissociable components of demand 

intensity and demand elasticity, but is limited as an analysis technique by the inability to correctly 

analyze consumption values of zero. Here, we examine an exponentiated version of this equation 

that retains all the beneficial features of the original Hursh and Silberberg equation, but can 

accommodate consumption values of zero and improves its fit to the data. In Experiment 1, we 

compared the modified equation to the unmodified equation under different treatments zero values 

in cigarette consumption data collected online from 272 participants. We found that the 

unmodified equation produces different results depending on how zeros are treated, while the 

exponentiated version incorporates zeros into the analysis, accounts for more variance, and is 

better able to estimate actual unconstrained consumption as reported by participants. In 

Experiment 2, we simulated 1000 datasets with demand parameters known a priori and compared 

the equation fits. Results indicate that the exponentiated equation was better able to replicate the 

true values from which the test data were simulated. In conclusion, an exponentiated version of the 

Hursh and Silberberg equation provides better fits to the data, is able to fit all consumption values 

including zero, and more accurately produces true parameter values.
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General Introduction

Behavioral economic demand analyses describe the relationship between the price 

(including monetary cost and/or effort) of a commodity and the amount of that commodity 

that is consumed. Such analyses have been successful in quantifying the reinforcing efficacy 
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of commodities including drugs of abuse, and have been shown to be related to other 

markers of addiction (Bickel, Johnson, Koffarnus, MacKillop, & Murphy, 2014; MacKillop 

& Murphy, 2007). Hursh and Silberberg (2008) proposed a now widely used equation 

(Equation 6 in the source paper) to be fitted to consumption data across a range of prices:

(1)

where Q is consumption of a given commodity at price C, Q0 is derived consumption as 

price approaches zero, α is demand elasticity, and k is the span of the function in log10 units. 

This equation has a number of attractive features for the analysis of behavioral economic 

demand data, and has become widely used as a result. It allows for the independent measure 

of demand intensity (Q0) and demand elasticity (α) for inferential and descriptive statistics. 

Generally, this equation also describes demand data well and accounts for a high proportion 

of the variance of consumption data across a variety of contexts, procedures, and species 

(Hursh & Silberberg, 2008; Koffarnus, Hall, & Winger, 2012; Koffarnus, Wilson, & Bickel, 

2015; Roma, Kaminski, Spiga, Ator, & Hursh, 2010). Demand intensity is often assessed in 

hypothetical purchase task data without curve fitting by asking participants their level of 

consumption without cost or other constraints. Outside of hypothetical purchase task 

assessments, however, unconstrained consumption data is often unavailable and must be 

estimated from the available data. Demand elasticity can be assessed on a point-to-point 

basis without curve fitting, but these analyses are highly sensitive to outliers in the data and 

do not provide a single measure of overall demand elasticity. Furthermore, nonlinear 

regression models allow for the inclusion of all consumption data in statistical models, 

accounting for within-subject variability and consistency in any statistical conclusions that 

are made.

The treatment of zero consumption values is one issue that has arisen in our own and others' 

research (e.g., Galuska, Banna, Willse, Yahyavi-Firouz-Abadi, & See, 2011; Koffarnus et al., 

2012; Koffarnus et al., 2015; MacKillop et al., 2012; Yu, Liu, Collins, Vincent, & Epstein, 

2014). Fitting Equation 1 necessitates log-transforming consumption values, as represented 

by the log Q on the left side of the function. Since values of zero cannot be represented on a 

logarithmic scale, researchers tend to approach the issue of zero consumption values in one 

of three ways, each of which presents one or more problems for the analysis and 

interpretation of data (see also Yu et al., 2014). We note that our intent is not to single out 

specific researchers as handling this problem inadequately; instead, we are highlighting the 

fact that an ideal solution to this problem has not been identified.

The first approach is to simply omit the zeros from analysis and fit the curve to just the 

nonzero consumption values (e.g., Koffarnus et al., 2012). This approach has the advantage 

of only using measured consumption values, but is not ideal because the zero consumption 

values are legitimate data that should not be lost. Additionally, omitting zeros is not 

appropriate for group statistical models because an “average” containing only nonzero 

consumption values will necessarily be larger than the true average that incorporates all 

values.
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The second approach is to replace the zero consumption values with small, nonzero values 

such as 0.1 or 0.01 (e.g., Galuska et al., 2011; MacKillop et al., 2012). This approach has the 

advantage of retaining a value at each price, but can have a large effect on the resulting curve 

fits. Because Equation 1 relies on log-transformed consumption values, seemingly small 

differences in the specific nonzero value chosen can have a disproportionately large effect on 

the resulting curve fit and estimate of elasticity and/or demand intensity. On a logarithmic 

scale, the difference between 0.1 and 0.01 is the same size as the difference between 10 and 

100. In the top panel of Figure 1, we have illustrated the impact of the specific nonzero value 

chosen with some hypothetical, but typical consumption data that closely approximate 

Equation 1 and contain five nonzero consumption values followed by three zero 

consumption values across eight prices. If the data are fit with the zeros omitted, the dashed 

line results. If the zeros are replaced with either 0.001, 0.01, or 0.1, drastically different 

curve fits result.

The third approach to addressing consumption values of zero that we have used recently 

(e.g., Koffarnus et al., 2015) is to restrict the analyses to group models when a large number 

of zeros reside in the consumption data. Group models that are based on mean data can 

accurately represent the average consumption of a group including zeros, but are also not 

ideal because parameters from individual participants are not obtainable using this approach 

and it also doesn't fully account for between-subject variability in the data.

In the present paper, we will test a modified version of Equation 1 first proposed by Yu et al. 

(2014) that avoids the problem of omitting or replacing zeros all together because it is able 

to incorporate unaltered zeros into the curve fits. This formula is simply an exponentiated 

version of Equation 1:

(2)

where both sizes are raised to the power of 10. Raising the left side of the equation to the 

power of 10 allows the untransformed consumption values to be fit. The right side of the 

equation is unaltered in form other than also being raised to the power of 10 (the log10 Q0 in 

the right side of Equation 1 reduces to Q0 when raised to the power of 10). The bottom panel 

of Figure 1 displays the same hypothetical data as the top panel fitted by Equation 2. Use of 

Equation 2 not only fits unaltered demand functions with zero values, but also yields fits that 

are nearly identical to those when zeros are either deleted or replaced with small, nonzero 

values of 0.001, 0.01, or 0.1. Note that deleting or replacing nonzero values serves no 

purpose with the exponentiated equation, but these are shown here for comparison purposes.

In the present paper, we will show that these general patterns hold for empirical data we 

have collected (Experiment 1) as well as for a large amount of simulated data where the true 

demand elasticity and intensity values are known a priori (Experiment 2). We will also show 

that, compared to Equation 1, Equation 2 provides better fits to both experimental and 

simulated and provides measures of demand elasticity and intensity that are equivalent in 

interpretation and scale.
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Experiment 1. Model Test with Empirical Data

In Experiment 1, we compare the performance of Equations 1 and 2 to characterize cigarette 

consumption data from an internet-based, hypothetical purchase task. These data were 

chosen as a basis for model comparison because they exemplify the issues with zero 

consumption values discussed above. They were collected from a purchase task with prices 

meant to be appropriate for a wide variety of commodities, and therefore contained many 

zero consumption values at prices far above what is typical for cigarettes.

Method

Participants—Participants were recruited from Amazon Mechanical Turk 

(www.mturk.com), an online crowdsourcing service. Out of those participants completing a 

large health survey, those participants (n = 289) who endorsed cigarettes as their preferred 

drug of abuse were selected for inclusion in the current analyses. Participants who did not 

vary their consumption as a function of price (n = 14, most of these put 0 at all prices) and 

those who with an unrealistically large number of cigarettes (≥1000 in a 24-hr period) for at 

least one price (n = 3) were excluded, leaving a final sample of 272. Participants had an 

average age of 36.1 (SD = 11.0), smoked a median of 10-19 cigarettes per day, were 50.5% 

female, and were 76.5% Caucasian.

Procedures—As part of a larger battery of assessments, participants completed a 

hypothetical cigarette purchase task. They were asked to indicate how many cigarettes they 

would purchase and consume in a single day if the price per cigarette was $0.00 (free), 

$0.10, $1.00, $3.00, $10.00, $30.00, $100.00, $300.00, and $1000.00.

Data analyses—Individual subject data at all prices except $0.00 were fit in GraphPad 

Prism 6.05 (La Jolla, CA, USA). With Equation 2, all consumption values were fit without 

removing or altering any consumption data, including datasets containing one or more zeros. 

With Equation 1, consumption values of zero were deleted or replaced with 0.1, 0.01, and 

0.001. To enable direct comparisons of Q0 and α values, the k parameter was set to a 

common value across all analyses. Since k represents the span of the data in log10 units, k 
was determined by subtracting the log10-transformed average consumption at the highest 

price ($1000.00) from the log10-transformed average consumption at the lowest price used 

in curve fitting ($0.10). This constant k value used for all analyses was 3.096. This left Q0 

and α as free parameters, which were computed for each participant across each equation 

and zero replacement condition. Instances in which R2 values were less than 0 (indicating a 

fit worse than a horizontal line; Motulsky & Christopoulos, 2004), or when Prism was 

unable to converge on specific parameter values were categorized as a “poor fit”. Data series 

with fewer than three consumption values after zeros were deleted were unable to be fit and 

also excluded from further analyses, which only occurred in the Hursh & Silberberg 

equation analyses with zeros deleted. We also conducted analyses on these data with 4 or 5 

set as the minimum number of points. Spearman correlations and model two linear 

regression lines (Deming, 1943) were also calculated in Prism to compare the derived Q0 

parameters to the consumption at $0.00, as these values should be comparable. For a general 

discussion of nonlinear regression techniques, see Motulsky and Christopoulos (2004).
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The Q0, α, and goodness-of-fit (R2) values were compared across conditions in IBM SPSS 

Statistics 22 (Armonk, NY, USA). Q0 and α were transformed to log10 values and R2 values 

were transformed to a logit scale before inferential statistics were computed so each would 

more closely approximate a normal distribution. Parameters from each of the five model fit 

conditions (zeroes deleted or replaced with 0.1, 0.01, or 0.001 in Equation 1; zeroes included 

in Equation 2;) were compared with a generalized linear model using generalized estimating 

equations (Liang & Zeger, 1986) to control for missing data (i.e., parameters from poor fits, 

as defined above) and within-subject correlations across repeated analyses. Post hoc tests 

with Bonferroni-corrected p values were used to compare specific analysis conditions and 

Cohen's dz effect sizes (Cohen, 1992) were calculated comparing the estimated marginal 

means (± SD) from the generalized linear models.

Results

Mean (±SD) and the proportion of zero consumption values at each price are displayed in 

Table 1. The exponentiated equation and the Hursh and Silberberg equation with four 

different treatments of the zeros yielded fitted regression parameters that varied wildly 

(Figure 2). Fitted demand elasticity (α) values were significantly different across conditions 

[Figure 2, top left panel; χ2(4) = 4359, p < .001]. Post hoc tests showed that α values from 

the exponentiated equation and the Hursh and Silberberg equation with zeros deleted were 

not statistically different and associated with an effect size below the cutoff for a ‘small’ 

effect (Table 2), but each of the zero replacements in the Hursh and Silberberg equation 

produced α values different from both these and larger effect sizes (Table 2).

Demand intensity (Q0) values were also significantly different across conditions [χ2(4) = 

3519, p < .001], and post hoc test showed that the exponentiated equation and the Hursh and 

Silberberg equation with zeros deleted were significantly different from one another (Figure 

2, bottom left panel), but associated with an effect size below the cutoff for a ‘small’ effect 

(Table 2). Despite similar medians, this difference appears to be due to a small number of 

large Q0 estimates with the Hursh and Silberberg equation, resulting in a positively skewed 

distribution (note that the mean is above the median in Figure 1). Q0 values from the Hursh 

and Silberberg equation with zero replacement were different from the exponentiated 

equation and the Hursh and Silberberg equation with zeros deleted in all cases except the 

exponentiated equation was not statistically different from the Hursh and Silberberg 

equation with zeros replaced by 0.01.

Goodness of fit values were different across conditions [χ2(4) = 1000, p < .001], with the 

exponentiated equation resulting in higher R2 values than each of the versions of the Hursh 

and Silberberg equation (Figure 2, top right panel). The versions of the Hursh and Silberberg 

equation with zeros omitted or replaced by 0.01 resulted in higher R2 values than if zeros 

were replaced by 0.1 or 0.001. Many of the participants had data that could not be fit by the 

Hursh and Silberberg model with zeros deleted due to an inadequate number of data points 

(n = 93) or poor model fits (n = 5), while nearly all of the data was fit by the other functions 

(Figure 2, bottom right panel).

Ideally, the fitted Q0 parameters should closely resemble the consumption at a price of 

$0.00. To test how well this was the case for each version of the demand equation tested, we 
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used Spearman correlations to compare the fitted Q0 parameters from each equation 

condition to empirical free-price consumption (Figure 3). Q0 values from the exponentiated 

equation closely approximated free-price consumption (r = .92, p < .001), while the 

correlations from the Hursh and Silberberg equation with zeros omitted (r = .59, p < .001) or 

replaced by 0.001 (r = .48, p < .001), 0.01 (r = .68, p < .001), or 0.1 (r = .17, p = .006) were 

significantly lower (ps< .001 comparing exponentiated correlation with each of the others), 

indicating these functions provided fits that more poorly approximated the participant's self-

reported consumption at $0.00. The lower correlation in the zeros omitted condition did not 

seem to be affected by data series with an especially low number of points, as correlations 

with series containing at least 4 (r = .56, p < .001) or 5 (r = .22, p = .2) points were not 

improved. The regression line slope from the exponentiated equation was 0.94, further 

indicating a close match between empirical and derived consumption values. Regression 

lines from the Hursh and Silberberg equation with zeros omitted (85.72) or replaced by 

0.001 (1.24), 0.01 (0.36), and 0.1 (-0.09) were far from 1.0, often due to the presence of a 

population of fitted parameters that were wildly inaccurate (see Figure 3).

Experiment 2: Model Test with Simulated Data

In Experiment 2, we simulated consumption data so the actual Q0 and α value in each case 

would be known, therefore giving us a reference by which to judge the adequacy of each 

model fit for deriving this true value.

Method

Simulation Procedure—Data were simulated to approximate the consumption data from 

Experiment 1 by randomly selecting 1000 log10(Q0) and 1000 log10(α) values from a 

normal distributions with means and standard deviations for the values from the fits of the 

exponentiated equation in Experiment 1. For each of the 1000 cases, consumption amounts 

at each of the nonzero prices from the hypothetical purchase task in Experiment 1 were 

sampled from a normal distribution with a mean at the value determined by the Hursh and 

Silberberg equation for the Q0 and α values for that case and a standard deviation equal to 

the mean standard deviation of residuals from the curve fits from Experiment 1, adjusted by 

the difference in standard deviation of consumption values across the prices in the actual 

consumption data in Experiment 1. Residuals from the exponentiated equation were used for 

the simulation since these were on the same scale as the source data (i.e., not resulting from 

log-transformed data). Resulting consumption values were then rounded to the nearest 

integer to mimic consumption data on an actual purchase task. These simulations were 

conducted in Microsoft Excel 2013 (Redmond, WA, USA).

Data Analyses—Simulated purchase task data were fit to Equation 1 with the same four 

zero replacement techniques and to Equation 2 with zeros included in GraphPad Prism 6.05. 

Best-fit regression parameters were compared in IBM SPSS Statistics 22 as they were in 

Experiment 1, but with the addition of the true simulated values as another level of the 

independent variable in the model. Spearman correlations and model two linear regression 

lines were also calculated in Prism to compare the derived Q0 and α parameters to the true 

values for these parameters from the simulation runs. Consumption data from Experiment 1 
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and Experiment 2 were compared in SPSS Statistics 22 with a generalized linear mixed 

model with Price and Experiment as main effects and a Price by Experiment interaction.

Results

Mean (±SD) and the proportion of zero consumption values at each price for the simulated 

data are displayed in Table 1. Consumption values from Experiments 1 and 2 did not differ 

significantly (i.e., Experiment main effect of F(1,10172) = 1.65, p = .2; Price by Experiment 

interaction of F(1,10172) = 2.10, p = .1). Figure 4 depicts the parameter estimates from 

Equation 1 with the four different treatments of the zeros and Equation 2. Fitted demand 

elasticity (α) values were significantly different across conditions [Figure 4, top left panel; 

χ2(5) = 6160, p < .001]. Post hoc tests showed that α values from the exponentiated equation 

and true values differed significantly from one another, although this difference was 

associated with an effect size that was under 0.2, the convention for a ‘small’ effect (Table 3; 

Cohen, 1992). Each of the zero replacements produced α values different from the zeros 

omitted condition, the exponentiated equation, and the true values (Figure 4) with effect 

sizes ranging from 0.38 to over 1.0 (Table 3).

Demand intensity (Q0) values were also significantly different across conditions [χ2(5) = 

5068, p < .001], with post hoc tests showing that true values, exponentiated equation, and 

the Hursh and Silberberg equation with zeros deleted all differed significantly from one 

another (Figure 4, bottom left panel). Of these, the exponentiated equation provided Q0 

estimates near to the true values, a difference that was under the criteria for a ‘small’ effect 

(Table 3). The values from the Hursh and Silberberg equation with zero replacement again 

were highly dependent on the specific value chosen to replace zero, with the 0.001 and 0.1 

producing the most errant results in this case.

Goodness of fit values were different across conditions [χ2(5) = 5619, p < .001], with the 

exponentiated equation resulting in higher R2 values than each of the versions of the Hursh 

and Silberberg equation (Figure 4, top right panel). The version of the Hursh and Silberberg 

equation with zeros omitted or replaced by 0.01 resulted in higher R2 values than if zeros 

were replaced by 0.1 or 0.001. Of the 1000 simulated data sets, all 1000 were fit by the 

exponentiated equation (Figure 4, bottom right). The Hursh and Silberberg equation with 

zeros deleted was able to fit just over 80% of the data series, with the remainder split 

between those containing too few points and those poorly fit by the function. The Hursh and 

Silberberg equation with zero replacement fit nearly all of the data series across the three 

replacement values.

With these simulated data, the actual Q0 and α values are known for each data series, 

allowing us to compare the fitted parameters to their true values (see Figure 5). Fitted α 

values from the exponentiated equation correlated significantly more highly (ps < .001 

comparing exponentiated correlation with each of the others) with the true values (r = .92, p 
< .001, slope = 0.90) than those from the Hursh and Silberberg equation with zeros deleted 

(r = .69, p < .001, slope = 0.70) or replaced by 0.001 (r = .84, p < .001, slope = 1.15), 0.01 (r 
= .84, p < .001, slope = 0.97), or 0.1 (r = .82, p < .001, slope = 0.85). The α correlation in 

the zeros deleted condition did not seem to be affected by data series with an especially low 

number of points, as correlations with series containing at least 4 (r = .62, p < .001) or 5 (r 
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= .54, p < .001) points were not improved. Fitted Q0 values from the exponentiated equation 

were also highly correlated with the true values (r = .82, p < .001), and correlations were 

significantly lower (ps < .001 comparing exponentiated correlation with each of the others) 

than those from the Hursh and Silberberg equation with zeros deleted (r = .19, p < .001) or 

replaced by 0.001 (r = .27, p < .001), 0.01 (r = .50, p < .001), or 0.1 (r = .24, p < .001). The 

Q0 correlation in the zeros deleted condition also did not seem to be affected by data series 

with an especially low number of points, as correlations with series containing at least 4 (r 
= .13, p = .001) or 5 (r = -.04, p = .5) points were not improved. The regression line slopes in 

most of the conditions were influenced by a number of poorly estimated values, leading to 

slopes that differed substantially from 1.0. The exponentiated equation regression had a 

slope of 1.85 and the Hursh and Silberberg equation regressions had slopes of -27.06 with 

zeros deleted, but closer to 1.0 when zeros were replaced by 0.001 (2.47), 0.01 (1.17), and 

0.1 (5.81).

General Discussion

Experiment 1 results showed that the exponentiated version (Equation 2) of the Hursh and 

Silberberg equation with zeros included was able to fit more of the datasets and accounted 

for a greater proportion of the variance than the original Hursh and Silberberg equation 

(Figure 2). The exponentiated equation provided a more favorable result than replacing the 

zeros with nonzero values in the original Hursh and Silberberg equation, which altered the 

resulting fitted parameters. The exponentiated equation provided fits most comparable to the 

original Hursh and Silberberg equation with zeros removed, but was still superior in 

estimating participants' self-reported consumption at the $0.00 price (Figure 2). The 

analyses of the simulated data of Experiment 2 confirmed the results of Experiment 1, and 

also allowed us to compare the fitted parameter values from each version of the equation 

with the true values that were used to generate each data series (Figure 3). These 

comparisons showed that the exponentiated equation more closely reproduced the true 

values (Figure 4), and was the only equation to reproduce these true values with effect sizes 

that did not meet even the criteria for ‘small’ as defined by Cohen (1992) for both fitted 

parameters (Table 3).

The primary benefit of this exponentiated equation is that it allows for the inclusion of 

consumption values of zero without replacing them with nonzero values that could affect the 

curve fit. In many purchase task experiments, higher unit prices result in many participants 

indicating they would not consume any of the commodity. As these zero consumption values 

are no less valid or sincere than a nonzero value reported by the participant, they should be 

represented accurately in the statistical analyses. As noted previously (Yu et al., 2014), by 

exponentiating the Hursh and Silberberg equation and fitting the untransformed 

consumption values, all values can be fit including zeros. This would be a substantial benefit 

by itself for the reasons discussed in the introduction of this paper and in Yu et al. (2014), 

but the exponentiated equation also accounts for more of the variance than the original 

Hursh and Silberberg equation and more accurately approximates the actual initial 

consumption and demand elasticity. The exponentiated equation is also easy to use since it 

does not require transforming any of the raw data, allowing both consumption and price 

values to be entered in the same units in which they are measured.
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An additional benefit of the exponentiated equation is that the fitted Q0 and α parameters are 

on the same scale and interpreted identically to those obtained from the unmodified Hursh 

and Silberberg equation. This allows researchers who currently use the Hursh and Silberberg 

equation to seamlessly transition to this modified equation. This also means that existing 

descriptive statistics that use these values can still be calculated. For example, Hursh and 

Roma (2013) describe an equation to calculate Pmax, or the price that supports maximum 

expenditure, using the Q0, α, and k values from Equation 1. These same fitted parameter 

values from Equation 2 can still be used to calculate Pmax.

In the Hursh and Silberberg (2008) demand equation and in the exponentiated version, the 

parameter k represents the range of the function from highest to lowest consumption in log10 

units. For simplicity in analysis and interpreting of Q0 and α values, this parameter is often 

set to a constant value across conditions or subjects. Researchers have taken the approach of 

selecting a k value a priori that seems appropriate (e.g., McClure, Vandrey, Johnson, & 

Stitzer, 2013) or fitting a common k to all the data and then using this for all analyses (e.g., 

Koffarnus et al., 2012; Koffarnus et al., 2015; Koffarnus & Woods, 2013). We have favored 

the second approach in the past as it allows for the k that is appropriate for the data at hand. 

In the present analyses, we did not want to use one version of the equation to determine a 

common k value to avoid biasing subsequent fits to the equation from which it was derived. 

We therefore chose to set k to the actual span of the mean data from the lowest price to the 

highest price for the present analyses.

A limitation of these experiments is that they were based on a single dataset collected online 

with cigarette smokers endorsing a range of smoking behavior from light (less than 10 per 

day) to heavy (greater than 30 per day). We chose this dataset as the basis for these analyses 

because it had characteristics that presented analytical challenges. Specifically, the prices 

assessed were drawn from a list of prices meant to be appropriate for a wide range of 

commodities and therefore were somewhat higher than prices that would be more typical of 

a cigarette purchase task. This resulted in relatively few nonzero values for many 

participants on which to base curve fitting efforts. These data pose more analytical problems 

than most demand data, and is not meant to be representative in that regard. It was chosen 

because it exemplifies and is representative of those data where reasonable estimates of 

demand intensity and elasticity cannot be obtained with the Hursh and Silberberg equation 

due to the presence of consumption values of zero. Data from other purchase tasks or from 

non-hypothetical demand experiments may fare differently with this exponentiated equation, 

but we do not expect this to be case, as this exponentiated function has the same underlying 

shape in relation to the data as the original Hursh and Silberberg equation and the Hursh and 

Silberberg equation has been shown to describe demand data from a wide variety of contexts 

very well.

In conclusion, an exponentiated version (Equation 2) of the Hursh and Silberberg equation 

provides better fits to the data, is able to fit all consumption values including zero, more 

accurately estimates participants' self-reported initial consumption, and more accurately 

reproduces true parameter values from which simulated data are generated.

Koffarnus et al. Page 9

Exp Clin Psychopharmacol. Author manuscript; available in PMC 2016 December 01.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



References

Bickel WK, Johnson MW, Koffarnus MN, MacKillop J, Murphy JG. The behavioral economics of 
substance abuse disorders: Reinforcement pathologies and their repair. Annual Review of Clinical 
Psychology. 2014; 10(1):641–677.10.1146/annurev-clinpsy-032813-153724

Cohen J. A power primer. Psychological Bulletin. 1992; 112(1):155–159. [PubMed: 19565683] 

Deming, WE. Statistical Adjustment of Data. Vol. 1985. Wiley, NY: Dover Publications edition; 1943. 

Galuska CM, Banna KM, Willse LV, Yahyavi-Firouz-Abadi N, See RE. A comparison of economic 
demand and conditioned-cued reinstatement of methamphetamine-seeking or food-seeking in rats. 
Behavioural Pharmacology. 2011; 22(4):312–323.10.1097/Fbp.0b013e3283473be4 [PubMed: 
21597363] 

Hursh SR, Roma PG. Behavioral Economics and Empirical Public Policy. Journal of the Experimental 
Analysis of Behavior. 2013; 99(1):98–124.10.1002/Jeab.7 [PubMed: 23344991] 

Hursh SR, Silberberg A. Economic demand and essential value. Psychological Review. 2008; 115(1):
186–198.10.1037/0033-295x115.1.186 [PubMed: 18211190] 

Koffarnus MN, Hall A, Winger G. Individual differences in rhesus monkeys' demand for drugs of 
abuse. Addiction Biology. 2012; 17(5):887–896.10.1111/j.1369-1600.2011.00335.x [PubMed: 
21762288] 

Koffarnus MN, Wilson AG, Bickel WK. Effects of experimental income on demand for potentially real 
cigarettes. Nicotine & Tobacco Research. 2015; 17(3):292–298.10.1093/ntr/ntu139 [PubMed: 
25168032] 

Koffarnus MN, Woods JH. Individual differences in discount rate are associated with demand for self-
administered cocaine, but not sucrose. Addiction Biology. 2013; 18(1):8–18.10.1111/j.
1369-1600.2011.00361.x [PubMed: 21812874] 

Liang KY, Zeger SL. Longitudinal data-analysis using generalized linear-models. Biometrika. 1986; 
73(1):13–22.10.1093/biomet/73.1.13

MacKillop J, Few LR, Murphy JG, Wier LM, Acker J, Murphy C, et al. Chaloupka F. High-resolution 
behavioral economic analysis of cigarette demand to inform tax policy. Addiction. 2012; 107(12):
2191–2200.10.1111/j.1360-0443.2012.03991.x [PubMed: 22845784] 

MacKillop J, Murphy JG. A behavioral economic measure of demand for alcohol predicts brief 
intervention outcomes. Drug and Alcohol Dependence. 2007; 89(2-3):227–233.10.1016/
j.drugalcdep.2007.01.002 [PubMed: 17289297] 

McClure EA, Vandrey RG, Johnson MW, Stitzer ML. Effects of varenicline on abstinence and 
smoking reward following a programmed Lapse. Nicotine & Tobacco Research. 2013; 15(1):139–
148.10.1093/Ntr/Nts101 [PubMed: 22573730] 

Motulsky, H.; Christopoulos, A. Fitting models to biological data using linear and nonlinear 
regression: a practical guide to curve fitting. Oxford University Press; 2004. 

Roma P, Kaminski BJ, Spiga R, Ator NA, Hursh SR. The exponential model of demand: A novel, 
robust, and broadly applicable assay for translational behavioral pharmacology. Faseb Journal. 
2010; 24

Yu J, Liu L, Collins RL, Vincent PC, Epstein LH. Analytical Problems and Suggestions in the Analysis 
of Behavioral Economic Demand Curves. Multivariate Behavioral Research. 2014; 49(2):178–
192.10.1080/00273171.2013.862491 [PubMed: 26741176] 

Koffarnus et al. Page 10

Exp Clin Psychopharmacol. Author manuscript; available in PMC 2016 December 01.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



Figure 1. 
Hypothetical data illustrating the advantage of exponentiating the Hursh and Silberberg 

equation. Due to the necessary step of log-transforming consumption data when using the 

Hursh and Silberberg equation, consumption values of zero cannot be fit as-is. Depending on 

how these zeros are treated, very different curve fits result (top panel). The exponentiated 

equation uses non-transformed consumption values and can incorporate consumption values 

of zero without issue and is also less sensitive to small differences in consumption at high 

prices (bottom panel). Note that the x axes and the y axis of the top panel are on a log10 

scale while the y axis of the bottom panel is a linear scale.
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Figure 2. 
Comparison of best-fit α (top left) and Q0 (bottom left) parameter values on log10 scales for 

the empirical consumption data from the exponentiated equation and the Hursh and 

Silberberg equation with zeros either deleted or replaced by 0.001, 0.01, or 0.1. Goodness of 

fit R2 values (top right, logit scale) and the number of cases fit by each equation version 

(bottom right) are also shown. The bars in the box and whisker plots are at the median, the 

boxes extend to the 25th and 75th percentiles, the whiskers extend to the 10th and 90th 

percentiles, and the + sign indicates the mean. Note: ∧ Significantly different from the 

Hursh & Silberberg with zeros deleted condition. §Significantly different from the 

exponentiated equation. Exp. = Exponentiated equation. del. = deleted.
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Figure 3. 
Correlations between self-reported consumption if the price were free and the derived 

consumption when free (Q0) from the exponentiated equation (left), Hursh and Silberberg 

equation with zeros deleted (center), and Hursh and Silberberg equation with each zero 

replaced by 0.1 (right). The exponentiated equation was most accurate at estimated the self-

reported initial consumption. Note the log-log axes.
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Figure 4. 
Comparison of the true values from the simulation runs to the best-fit α (top left) and Q0 

(bottom left) parameter values on log10 scales for the simulated consumption data from the 

exponentiated equation and the Hursh and Silberberg equation with zeros either deleted or 

replaced by 0.001, 0.01, or 0.1. Goodness of fit R2 values (top right, logit scale) and the 

number of cases fit by each equation version (bottom right) are also shown for the fitted 

parameter estimates. The bars in the box and whisker plots are at the median, the boxes 

extend to the 25th and 75th percentiles, the whiskers extend to the 10th and 90th percentiles, 

and the + indicates the mean. Note: * Significantly different from the true values. ∧ 

Significantly different from the Hursh & Silberberg with zeros deleted condition. 

§Significantly different from the exponentiated equation. Exp. = Exponentiated equation. 

del. = deleted.
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Figure 5. 
Correlations between the true α (top panels) and Q0 (bottom panels) parameter values from 

the simulation runs and the best-fit parameter values for the exponentiated equation (left 

panels), Hursh and Silberberg equation with zeros deleted (center panels), and Hursh and 

Silberberg equation with each zero replaced by 0.1 (right panels). The exponentiated 

equation was most accurate at estimating the true values. Note the log-log axes.
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Table 2

Empirical data (Experiment 1) Cohen's dz effect sizes for demand elasticity (α) and demand intensity (Q0) 

among the test conditions.

Hursh & Silberberg equation zero condition

deleted 0.001 0.01 0.1

α

 Hursh & Silberberg: zeros deleted - 1.57 0.87 0.42

 Exponentiated equation 0.17 2.17 1.03 0.31

Q0

 Hursh & Silberberg: zeros deleted - 0.86 0.27 0.51

 Exponentiated equation 0.14 1.49 0.14 1.54
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