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ABSTRACT A geometric recognition algorithm was devel-
oped to identify molecular surface complementarity. It is based
on a purely geometric approach and takes advantage of tech-
niques applied in the field of pattern recognition. The algorithm
involves an automated procedure including (i) a digital repre-
sentation of the molecules (derived from atomic coordinates) by
three-dimensional discrete functions that distinguishes between
the surface and the interior; (ii) the calculation, using Fourier
transformation, of a correlation function that assesses the
degree of molecular surface overlap and penetration upon
relative shifts of the molecules in three dimensions; and (iii) a
scan of the relative orientations of the molecules in three
dimensions. The algorithm provides a list of correlation values
indicating the extent of geometric match between the surfaces
of the molecules; each of these values is associated with six
numbers describing the relative position (translation and ro-
tation) of the molecules. The procedure is thus equivalent to a
six-dimensional search but much faster by design, and the
computation time is only moderately dependent on molecular
size. The procedure was tested and validated by using five
known complexes for which the correct relative position of the
molecules in the respective adducts was successfully predicted.
The molecular pairs were deoxyhemoglobin and methemoglo-
bin, tRNA synthetase-tyrosinyl adenylate, aspartic protein-
ase—peptide inhibitor, and trypsin—trypsin inhibitor. A more
realistic test was performed with the last two pairs by using the
structures of uncomplexed aspartic proteinase and trypsin
inhibitor, respectively. The results are indicative of the extent
of conformational changes in the molecules tolerated by the
algorithm.

The association of proteins with their ligands involves intri-
cate inter- and intramolecular interactions, solvation effects,
and conformational changes. In view of such complexity, a
comprehensive and efficient approach for predicting the
formation of protein-ligand complexes from the structure of
their free components is not yet available. However, with
some assumptions, such predictions become feasible, and
several attempts based on energy minimization have been
partially successful (1-6). Another simplifying approach that
could alleviate some of these difficulties is based on geomet-
ric considerations.

The three-dimensional (3D) structures of most protein
complexes reveal a close geometric match between those
parts of the respective surfaces of the protein and the ligand
that are in contact. Indeed, the shape and other physical
characteristics of the surfaces largely determine the nature of
the specific molecular interactions in the complex. Further-
more, in many cases the 3D structure of the components in
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the complex closely resembles that of the molecules in their
free, native state. Geometric matching thus seems to play an
important role in determining the structure of a complex.

Several investigators have exploited a geometric approach
to find shape complementarity between a given protein and
its ligand (7-19). They considered geometric match between
molecular surfaces as a fundamental condition for the for-
mation of a specific complex and pointed out the advantages
of the geometric approach (13). In this approach, which treats
proteins as rigid bodies, the complementarity between sur-
faces is estimated. Furthermore, the geometric analysis could
serve as the foundation for a more complete approach
including energy considerations. However, the methods
heretofore developed for analyzing geometric matching do
not seem to simultaneously fulfill the requirements for gen-
erality, accuracy, reliability, and reasonable computation
time.

In this paper, we present a geometry-based algorithm for
predicting the structure of a possible complex between mol-
ecules of known structures. This relatively simple and
straightforward algorithm relies on the well-established cor-
relation and Fourier transformation techniques used in the
field of pattern recognition. The algorithm requires only that
the 3D structure of the molecules under consideration be
known. Moreover, it provides quantitative data related to the
quality of the contact between the molecules. The algorithm
was tested and validated in the analysis of the following
complexes, whose structures are known: the a— hemoglobin
dimer, tRNA synthetase-tyrosinyl adenylate, aspartic pro-
teinase—peptide inhibitor, and trypsin—trypsin inhibitor. The
correct relative position of the molecules within these com-
plexes were successfully predicted.

METHOD
Geometric Recognition Algorithm. We begin with a geo-
metric description of the protein and the ligand molecules,
derived from their known atomic coordinates. The two
molecules denoted by a and b, are projected onto a three
dimensional grid of N X N X N points, where they are
represented by the discrete functions

: 1 inside the molecule 1
@mn= 10 outside the molecule, (1]
and
b B 1 inside the molecule b
lmn =10 outside the molecule, [1b]

Abbreviations: 3D, three dimensional; DFT, discrete Fourier trans-
form; IFT, inverse Fourier transform.
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where [, m, and n are the indices of the 3D grid (I, m, n = {1

. N}). Any grid point is considered inside the molecule if
there is at least one atom nucleus within a distance r from it,
where r is of the order of van der Waals atomic radii.
Examples for two-dimensional cross sections of these func-
tions are presented in Fig. 1 a and b.

Next, to distinguish between the surface and the interior of
each molecule, we retain the value of 1 for the grid points
along a thin surface layer only and assign other values to the
internal grid points. The resulting functions thus become

1 on the surface of the molecule
A mn= §p inside the molecule [2a]
0 outside the molecule,

and

(1 on the surface of the molecule
bimn= 48 inside the molecule [2b]
0 outside the molecule,

where the surface is defined here as a boundary layer of finite
width between the inside and the outside of the molecule. The
parameters p and & describe the value of the points inside the
molecules, and all points outside are set to zero. Two-
dimensional cross sections of these functions are shown in
Figs. 1 c and d.

In our method, matching of surfaces is accomplished by
calculating correlation functions. The correlation between
the discrete functions @ and b is defined as

N N N
E“vB"Y 2 2= 21 El.m,n ¢ Bl+a,m+ﬁ,n+‘y’ [3]

where a, B, and vy are the number of grid steps by which

molecule b is shifted with respect to molecule a in each

dimension. If the shift vector {@,B,y} is such that there is no

contact between the two molecules (see Fig. 2a), the corre-

lation value is zero. If there is a contact between the surfaces
a b

® %
L

FiG. 1. Typical cross sections through the 3D grid representa-
tions of the molecules. (a) Cross section (at /| = 46) through the
function ay,,,», derived by projecting the a subunit of hemoglobin
(from 2HHB; see text) onto a 3D grid (N = 90). The values 0 and 1
are represented in white and black, respectively. (b) The cross
section bys m,,» Was similarly derived for the 8 subunit (from 2HHB).
Other details are as in a. (c) The cross section (at / = 46) through the
function @, ., which was obtained by distinguishing the surface
layer from the interior of the molecule in the function a; ;. ,. The large
negative value for p is represented in gray. (d) Cross section bag.m,n»
similarly derived from b,,,,. The small positive value for & is
represented in a different shade of gray. The values for r and n were
1.8 A and 1.2 A, respectively.
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Fic. 2. Different relative positions of molecules a and b, illus-
trated by the cross sections @ss,m,, and bsg,m,, from Fig. 1. The
relative orientation of the molecules is as in the known a-8 dimer.
(a) No contact. (b) Limited contact. (c) Penetration. The penetrated
area is represented in black. (d) Good geometric match, as indicated
by the extensive overlap of complementary surface layers.

(Fig. 2b), the contribution to the correlation value is positive.
Nonzero correlation values could also be obtained when one
molecule penetrates into the other (Fig. 2c¢). Since such
penetration is physically forbidden, a distinction between
surface contact and penetration must be clearly formulated.
To do so, we assign large negative values to p in @ and small
nonnegative values to & in . Thus, when the shift vector
{a,B,7} is such that molecule b penetrates molecule a, the
multiplication of the negative numbers (p) in @by the positive
numbers (1 or 8) in b results in a negative contribution to the
overall correlation value. Consequently, the correlation
value for each displacement is simply the score for overlap-
ping surfaces corrected by the penalty for penetration.

Positive correlation values are obtained when the contri-
bution from surface contact outweighs that from penetration.
Thus, a good geometric match (such as in Fig. 2d) is
represented by a high positive peak, and low values reflect a
poor match between the molecules. A cross section of a
typical correlation function for a good match is presented in
Fig. 3. The coordinates of the prominent peak denote the
relative shift of molecule b yielding a good match with
molecule a. The location of the recognition sites on the
surface of each molecule can readily be determined from
these coordinates. In addition, the width of the peak provides
a measure for the relative displacement allowed before
matching is lost.

A direct calculation of the correlation between the two
functions (see Eq. 3) is rather lengthy, since it involves N3
multiplications and additions for each of the N3 possible
relative shifts {a,8,7}, resulting in an order of N® computing
steps. Therefore, we chose to take advantage of Fourier
transformation that allowed us to calculate the correlation
function much more rapidly. The discrete Fourier transform
(20) (DFT) of a function x,,, , is defined as

N N N
Xo.p.q = I§:l 21 21 expl—2wi(ol + pm + qn)/N] + Xl,m,n>
=1 m=1 n=

(4]

where 0, p, g = {1 ... N}and i = V —1. The application of
this transformation to both sides of Eq. 3 yields (21)

Copa=A%pq" Bopa (51

where C and B are the DFT of the functions ¢ and b,
respectively, and A* is the complex conjugate of the DFT of
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Fi1G.3. Cross section (at a = 0) through a 3D correlation function
Ca.p.y- The correlation function shown was calculated for the a and
B subunits of hemoglobin, oriented as in the dimer (from 2HHB, see
Figs. 1 ¢ and d). The correlation value at each shift vector {0,8,v} is
represented by the height of the graph. The prominent peak at {a =
0, B = 14, y = 17} corresponds to the correct match between the
molecules (see Fig. 2d). Other intermolecular surface contacts (such
as in Fig. 2b) give rise to the low positive correlation values around
the center of the graph. The negative correlation values caused by
penetration (see Fig. 2¢) are omitted, leaving the empty area at the
center.

a. Eq. 5 indicates that the transformed correlation function C
is obtained by a simple multiplication of the two functions A*
and B. The inverse Fourier transform (20) (IFT), defined as

CaBy=

N N N
5 2 2 2, exp[2mi(oa+ pB+qy)/N]1-Copy [6]
N~ 0=1p=1 g=1

is used to obtain the desired correlation between the two
original functions @ and b. The Fourier transformations can
be performed with the fast Fourier transform algorithm (20),
which requires less than the order of N3 In(N?) steps for
transforming a 3D function of N X N X N values. Thus, the
overall procedure leading to Eq. 6 is significantly faster than
the direct calculation of ¢ according to Eq. 3.

Finally, to complete a general search for a match between
the surfaces of molecules a and b, the correlation function
T has to be calculated for all relative orientations of the
molecules. In practice, molecule a is fixed, whereas the three
Euler angles defining the orientation of molecule b (xyz
convention in ref. 22) are varied at fixed intervals of A
degrees. This results in a complete scan of 360 x 360 x
180/A3 orientations for which the correlation function € must
be calculated.

The entire procedure described above can be summarized
by the following steps:

(i) derive @ from atomic coordinates of molecule a (Eq. 2),
(i) A* = [DFT@)]* (Eq. 4),

(iii) derive b from atomic coordinates of molecule b (Eq. 2),
(iv) B = DFT(b) (Eq. 4),

(v) C = A*B (Eq. 5),

(vi) © = IFT(C) (Eq. 6),

(vii) look for a sharp positive peak of ¢,

(viii) rotate molecule b to a new orientation,

(ix) repeat steps iii—viii and end when the orientations scan is
completed, and

(x) sort all of the peaks by their height.

Each high and sharp peak found by this procedure indi-
cates geometric match and thus represents a potential com-
plex. The relative position and orientation of the molecules
within each such complex can readily be derived from the
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coordinates of the correlation peak, and from the three Euler
angles at which the peak was found.

Implementation of the Algorithm. To implement our algo-
rithm, it is necessary to assign specific values to the various
parameters involved—i.e., the surface layer thickness, r, A,
p, 8, N, and the grid step size denoted by 5. The choice of
these values is based on a number of considerations, outlined
in this section.

We begin by noting that the match between the functions
a and b is not perfect. One reason is that the structure of
known complexes reveals small gaps between the molecules,
which are also reflected in their mathematical representation.
Furthermore, the functions @ and b are derived from atomic
coordinates sets that do not include hydrogen atoms. This, in
addition to the limited accuracy of the coordinates, may
affect the quality of the match. Finally, minor conformational
changes may occur at the surface of molecules upon complex
formation (locally induced fit). Such changes are not incor-
porated in the functions @ and b when they represent native
molecules that are assumed to be rigid. Therefore, penetra-
tion and small gaps occur along the contact area. To ensure
that the correct match between molecules is not missed, our
algorithm must be able to tolerate these imperfections. This
is achieved by assigning more than one layer of grid points to
the surface in @ so that the surface thickness for molecule a
is 1.5-2.5 A (see Fig. 1c). Consequently, penetrations and
gaps that are smaller than these values are tolerated. It should
be noted that an inherent drawback in the choice of a thicker
surface layer is the concomitant increase in the number of
faulty matches.

The thickness of the surface layer also influences the
angular tolerance. This tolerance is defined as the maximal
deviation from the correct match orientation that would still
result in a distinct correlation peak. Typically, a surface layer
thickness of 2 A yielded an angular tolerance of about +10°.
Thus, the angular step A was set to 20°, resulting in 2916
different orientations of molecule b at each of which the
correlation function had to be evaluated.

The parameter r, used to derive the functions g ,,, and
by m,n (see Eq. 1), was set to 1.8 A, which is larger by about
0.2 A than the average van der Waals radius for carbon,
nitrogen, and oxygen. This compensated for the fact that
hydrogen atoms, missing in the coordinates sets, are not
projected on our grids.

The parameters p and 8, representing the interior of the
molecules, were set to —15 and 1, respectively. This ensures
that the correlation value is substantially reduced in case of
penetration. Several other choices for p and 8, in the ranges
p << -1land 0 = 6 = 1, did not significantly affect the
performance of the algorithm.

Another important parameter of the algorithm is the grid
step size, 7. Optimal results were obtained when 7 was set to
0.7-0.8 A, corresponding to half of the carbon—carbon bond
length. Yet, since the product n-N should be larger than the
size of any potential complex, a finer grid requires a larger
number of points N. This leads in turn to excessive compu-
tation time. Therefore, we performed an initial scan of the
angular orientations with larger grid steps (n = 1.0-1.2 A);
thus, computations that would take days with the finer grid
were performed in hours. However, with such large grid
steps, spurious correlation peaks, which may even be higher
than the correct peak, appear. Hence, the scan stage was
followed by a discrimination stage, in which the correlation
functions were recalculated with a finer grid (n = 0.7-0.8 A),
but only for those orientations that yielded the highest peaks
in the scan stage. This discrimination stage enhanced the
correct correlation peak and suppressed spurious peaks.

A FORTRAN program was developed for implementing the
algorithm. The parameters of the program, in accordance
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with the arguments given above, were assigned the following
values: r = 1.8 A, A =20°,p=-15,6=1,N=9%(n ~
1.0-1.2 A) for the scan stage, and N = 128 (y = 0.7-0.8 A)
for the discrimination stage. The program was run on a
Convex C-220 computer with the Veclib fast Fourier trans-
form subroutine. The computation time for each iteration
(steps iii-viii in the summarized algorithm) in the scan stage
was 9 sec. The total computation time for matching two
molecules in the range of 1100 atoms each, including both the
initial scan and the discrimination stage, was typically 7.5 hr.

RESULTS

Our algorithm was applied to several known complexes,
whose coordinates are given in the Brookhaven Protein Data
Bank (Brookhaven National Laboratory, Upton, NJ) to test
its ability to predict correct structures of protein complexes.
We chose complexes that represent a wide variety of relative
sizes for molecules a and b (30-2500 atoms). These are two
hemoglobin variants: human deoxyhemoglobin (23) (desig-
nated 2HHB) and horse methemoglobin (24) (designated
2MHB), representing naturally occurring heterodimers; and
three complexes: tRNA synthetase-tyrosinyl adenylate (25)
(designated 3TS1), aspartic proteinase—peptide inhibitor (26)
(designated 3APR), and trypsin—trypsin inhibitor (27) (des-
ignated 2PTC). In these tests, the component molecules were
treated as separate entities by using their respective atomic
coordinates within the complex. Additional tests were per-
formed with native aspartic proteinase (28) and its peptide
inhibitor (designated 2APR) and with trypsin and native
trypsin inhibitor (29) (designated 4PTI). The relative position
of the molecules yielding the best geometric fit in a complex,
as determined by the algorithm, was finally compared with
the corresponding known complex.

The results are summarized in Fig. 4. It shows histograms
of 10 correlation peaks for each pair of molecules. The left
side of each panel presents the highest 10 peaks obtained at
the scan stage, whereas the right side shows the peaks
reevaluated for the same 10 orientations in the discrimination
stage. As evident from the figure, the correlation peak for the
known complex (shaded) is not necessarily the highest in the
scan stage. However, the highest peak that was obtained
after discrimination represents the right orientation and po-
sition of molecule b with respect to a, and it is significantly
higher than the other peaks.

Application of the algorithm to the a« and B subunits of
human hemoglobin (2HHB in Fig. 4a) revealed that the
highest peak at the scan stage (score 312), corresponds to the
well-known a—B dimer. In the horse methemoglobin variant,
however 2MHB in Fig. 4b), the correct position for the
dimer is represented by the third peak (score 290) in the
sorted histogram for the scan stage. Nevertheless, both these
peaks became predominant at the discrimination stage
(scores 302 and 347 for 2HHB and 2MHB, respectively). The
hemoglobin molecules contain two a—B dimers symmetrically
arranged so that each a subunit is in contact with two 8
subunits. The algorithm should thus yield, in principle, two
major correlation peaks for the interaction between a and B
subunits. The first, mentioned above, corresponds to the
tight contact between the subunits of the a—8 dimer, and the
other corresponds to the looser contact between the a
subunit of one dimer with the B subunit of the other. This
second expected peak (not shown) was rather low (scores 190
and 178 for 2HHB and 2MHB, respectively), so it was not
included among the 10 peaks in the scan stage. However, it
was enhanced upon recalculation with the finer grid (scores
260 and 185, respectively), in contrast with the spurious
peaks, which were all reduced. The relation between the
extent of geometric fit in these two associations may reflect
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FiG. 4. Correlation results for different pairs of molecules. The
pairs are identified by their respective codes (see text). In each panel,
the histogram on the left shows the 10 highest correlation peaks
obtained in the scan stage (n = 1.0-1.2 A), sorted by their score.
Each of these peaks was obtained at a different relative orientation
of the molecules and corresponds to a potential geometric match.
The shaded peak in each histogram corresponds to the known
complex between the molecules considered. The histogram on the
right side of each panel shows the scores obtained at the discrimi-
nation stage (1 = 0.7-0.8 A), for the 10 orientations singled out in the
scan stage. Note that in the discrimination stage the spurious peaks
(plain) are suppressed, whereas the correct peak (shaded) becomes
prominent.

the well-known higher stability for the interdimer associa-
tion.

Next, we applied the algorithm to the tRNA synthetase-
tyrosinyl adenylate pair (3TS1 in Fig. 4c), which served as an
example for a complex between a high molecular weight
protein and a small ligand. In this case the correlation peak,
which corresponds to the correct position of the ligand in the
complex, was not the highest one at the scan stage. However,
discrimination yielded the expected result—i.e., the correct
orientation was associated with a peak distinctly higher than
the other peaks.

Further assessment of the procedure was carried out by
analyzing the complex between aspartic proteinase and its
peptide inhibitor (3APR in Fig. 4). This system illustrates a
case in which the structure of the protein in the complex
closely resembles that of the native protein (26, 28). It is thus
possible to look for the best match between the structure of
the complexed peptide and the protein, either in its com-
plexed (3APR) or native (2APR) structure. With the com-
plexed protein, the correct relative position of the ligand
yielded the highest-peak already at the scan stage (Fig. 4d),
whereas with the native protein, the peak describing the
correct position was only the fourth in the sorted list (Fig.
4e). However, the hierarchy of the peaks changed markedly
in the discrimination stage, where the highest correlation
peak indicated a structure closely resembling that of the
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known complex. When the native protein is used, the cor-
relation peaks at both stages are somewhat lower than the
corresponding ones for the protein in the complex, indicating
a slightly poorer fit.

Analysis of the complex trypsin—trypsin inhibitor 2PTC in
Fig. 4) was chosen because the native structure of one of the
components, the inhibitor, differs from that in the complex.
Specifically, conformational changes involving the side
chains of three amino acids, located in the binding site of the
inhibitor, occur upon complex formation (27, 29). When the
structure of the inhibitor in the complex was used (Fig. 4f),
the highest peak after discrimination corresponded to the
correct position of the inhibitor in the complex. However,
when the native structure of the inhibitor (4PTI) was used
(Fig. 4g), the algorithm did not yield a distinct correlation
peak neither in the scan stage nor in the discrimination stage.
This result indicates that the extent of the conformational
change occurring at the surface of the inhibitor upon binding
to trypsin exceeds that tolerated by the algorithm.

CONCLUSION

Our geometry-based algorithm predicts the structure of com-
plexes formed between the two constituent molecules by
using their atomic coordinates, without any prior information
as to their binding sites. The molecular surfaces need not
undergo transformation except a simple 3D digitization; thus,
all the surface geometric features are fully preserved within
the accuracy of the grid step size. The values chosen for the
parameters of the algorithm are general and do not have to be
readjusted for each molecular pair. Our algorithm exploits
Fourier transformation and correlation techniques, so that all
possible associations between the molecules are evaluated
much more rapidly than the equivalent exhaustive search in
six dimensions. Another important feature of the algorithm is
that the computation time is approximately proportional to
kin(k), where k is the number of atoms in the complex.
Consequently, the increase in computation time with larger
molecules is moderate.

We tested our algorithm on five known complexes, for
which the correct structure of the complex was predicted
from the atomic coordinates of the component molecules
within the complex. A test carried out using the coordinates
of native aspartic proteinase (see Fig. 4¢) also resulted in the
prediction of the correct known complex structure. How-
ever, when the algorithm was applied to trypsin and its native
inhibitor, no distinct match was found (see Fig. 4g). This is
most likely due to the known conformational change in the
trypsin inhibitor binding site upon complex formation (27, 29)
(see also refs. 4, 18, and 19). The results of our tests indicate
that as long as the conformational changes are small, the
algorithm may be used successfully to predict the structure of
hitherto unknown complexes from the structure of two
known components. Further enhancements of the algorithm
are presently being developed to introduce some physical
features to the molecular interface, such as surface charges
and degrees of hydrophobicity.
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