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Abstract

Meiosis presents many important mysteries that await elucidation. Here we discuss two such 

aspects. First, we consider how the current meiotic program might have evolved. We emphasize 

the central feature of this program: how homologous chromosomes find one another ("pair") so as 

to create the connections required for their regular segregation at Meiosis I. Points of emphasis 

include the facts that: (i) the classical "bouquet stage" is not required for initial homolog contacts 

in the current evolved meiotic program; and (ii) diverse observations point to commonality 

between molecules that mediate meiotic inter-homolog interactions and molecules that are integral 

to centromeres and/or to microtubule organizing centers (a.k.a. spindle pole bodies or 

centrosomes). Second, we provide an overview of the classical phenomenon of crossover (CO) 

interference in an effort to bridge the gap between description on the one hand versus logic and 

mechanism on the other.

Keywords

meiosis; pairing; bouquet; crossover interference

1. Introduction

Meiosis is complicated and always admits to many points of view, even for features that are 

generally agreed-upon. This is particularly true for several of the subjects covered here, for 

which there is a paucity of solid information. However, it can be useful to have a way of 

thinking about unexplained findings in advance of confirmation or rejection. The comments 

below thus represent a mixture of: (a) "facts" that are currently generally acknowledged by 

the community to be true and (b) "preferences" or "ideas" that we find interesting, attractive, 

provocative of synthetic interpretations and/or generally unappreciated by many. We have 

tried to make clear which points fall into these two categories.
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2. Evolution of Meiosis and the Role of the Bouquet

2.1 Background

No one knows how meiosis evolved (e.g. 1, 2). Moreover, the current evolved process differs 

substantially in different organisms, likely with more variants as yet to be discovered. 

Nonetheless, in nearly all organisms, DNA replication is followed by two rounds of 

chromosome segregation, with homologous chromosomes (homologs) segregating at the 

first division and sister chromatids segregating at the second division (MI and MII). [One 

question, then, is why the haploid state is achieved in this manner rather than by skipping 

DNA replication and carrying out one round of homolog segregation (e.g. 3) or by inverted 

meiosis as observed in some organisms (4,5)

Regular segregation of homologs at the MI division requires that homologs be physically 

connected. Given a connection, proper bipolar alignment on the spindle results in tension on 

centromere/kinetochore complexes, which, in turn, licenses onset of anaphase.

If homologs are physically connected, they must have previously come together in space, i.e. 

"pair", in order to acquire those connections. Moreover, pairing must have occurred without 

entanglements among unrelated chromosomes. Thus, evolution must solve these "pairing 

problems" along with mechanisms for creating connections and for modification of the 

segregation apparatus to give two appropriate meiotic divisions.

Interestingly, while presence of a link between homologs is almost always crucial, the 

overall program by which homologs pair varies from one organism to the other. Further, we 

need to be aware that we know only a handful of organisms. Thus, the range of programs for 

pairing may be much more variable than is currently appreciated.

2.2 The "canonical" program

In the so-called "canonical" program for pairing that occurs in plants, animals and some 

fungi, recombination plays a central mechanistic role. The critical connections that ensure 

regular MI homolog segregation are provided by one or a few DNA crossovers (COs), plus 

associated local structural changes, in combination with connections (cohesion) between 

sister chromatids along their lengths. Moreover, at earlier stages, recombination mediates 

homolog pairing (review in 6). In this process, homologs are specifically recognized and 

brought together in space, ultimately via juxtaposition of their structural axes, as a 

specialized byproduct of the early stages of recombination, which creates periodic linkages 

all along the lengths of the chromosomes. This process yields distance-coalignment of 

homologs. COs then arise at a small subset of these linkages, accompanied by closer 

juxtaposition of axes via the synaptonemal complex (SC).

A variety of features ensure that recombination-mediated pairing/coalignment occurs in a 

regular and efficient way. (i) Early clustering of centromeres at/near the nuclear microtubule 

organizing center, (MTOC; centrosome) or its fungal equivalent spindle pole body (SPB) as 

a remnant of the Rabl orientation of the previous mitosis. This configuration tends to place 

corresponding regions of homologs at similar positions ("latitudes") relative to the 

centromere cluster thereby reducing the topological complexity of the homology search 
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process. (ii) Recombination-independent pairing, which often occurs locally between 

homolog telomeres in early prophase and sometimes occurs globally throughout the 

chromosomes as a pre-meiotic (as in budding yeast, S. pombe and, in modified form, 

Drosophila) or early meiotic condition (e.g. in mouse, 7). (iii) Specific features of DSB-

mediated pairing, which promote propagation of DSB-mediated pairing (e.g. via Mer3; 8). 

(iv) Processes that eliminate inappropriate connections or entanglements when they do 

occur, apparently including but not limited to release of constraining recombinational 

linkages and, potentially, dynamic chromosome movements involving clustering of nuclear 

envelope-associated telomeres during the "bouquet stage" (further discussion below).

2.3 Evolution of connectedness at prophase and MI

It is generally assumed that meiotic recombination evolved from mitotic recombinational 

repair of spontaneous or exogenously-induced double-strand breaks (DSBs), given 

prominent functional participation of general repair proteins in the meiotic recombination 

process (review in 9). We have previously suggested a more extreme possibility, that meiosis 

evolved in a diploid organism in response to an environment involving large amounts of 

radiation-induced damage (10). In such a case, recombinational repair would tend, at some 

frequency, to give rise to crossover (CO) recombination products between homologs, rather 

than between sisters as is usually the case in mitosis. CO recombination, in turn, will lead to 

segregation of homologs during mitosis as well as creating interlockings among unrelated 

chromosomes, both of which would be inappropriate to regular mitotic sister segregation (8, 

10, 11). In contrast, evolution of appropriate centromere/kinetochore modifications (i.e. a 

reductional configuration) would permit regular homolog segregation. That is, certain 

features of meiosis, at least, could have evolved initially as a pathway for rescuing mitotic 

diploid cells from "disaster".

However, connectedness of homologs at prophase can be mediated by DSB-independent 

pairing in diverse situations (review in 12). Moreover, while the basis for such pairing is not 

established, two DNA molecules can pair in a homology-dependent fashion in vitro, in the 

absence of aggregating agents, leading to the suggestion that DNA/DNA pairing is actually 

the "default option" for the in vivo situation and is specifically precluded in general by 

programmed features. DSB-independent pairing could well be a primordial mechanism for 

prophase, with other features (topological catenations? redirected cohesin interactions (13)? 

centromere linkages? (14; below) serving to maintain those connections into MI as a 

primordial mechanism for homolog segregation.

2.4 "Non-canonical" programs

Several organisms have a somewhat different pairing programs. Among these examples: 

some organisms lack SC; some exhibit both SCs and COs in localized regions; some lack 

recombination altogether and use other types of connections (including the SC) to replace 

COs/chiasmata; and in others, global recombination-independent pairing precedes a 

recombination program that ultimately yields COs/chiasmata.

(1) The fission yeast Schizosaccharomyces pombe forms COs but lacks SC. It 

exhibits a classical bouquet but strikingly the elongated nucleus moves back and 

forth between the cell poles during the entire meiotic prophase I “horsetail 
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stage”) dragged by microtubules and associated motors. This movement 

facilitates pairing (absent in mutants deficient for the telomere attachment to the 

SPB or motor proteins; 15–18). Movement tends to enforce parallel alignment of 

homolog arms, but interspersed with periods of disrupted alignment upon 

change of direction (17,19–21).

(2) The freshwater ciliate Tetrahymena thermophila has a polyploid macronucleus 

(soma) and a micronucleus (germ-line). During meiotic pairing, the 

micronucleus elongates into a tube (with intranuclear microtubules) in which 

chromosomes are arrayed in a parallel, elongated state with their telomeres 

grouped at one pole and centromeres at the other, implying a role for homolog 

pairing. Interestingly, DNA events appear to occur after this stage. The nucleus 

returns to a round shape after the events of pairing and recombination, at 

diplotene (22,23, see also Loidl and Lorenz, this issue: A general overview 

about meiosis in Tetrahymena).

(3, 4) In Drosophila melanogaster female and in the nematode Caenorhabditis elegans, 

pairing and SC formation can occur independently of recombination (e.g. 

24,25). Unexpectedly, however, in Drosophila female, meiotic DSB-independent 

pairing is not a continuation of somatic pairing (26,27). In Drosophila, SC is 

seen initially at centromeres, which occur at the ends of their respective 

chromosomes, but also nucleates interstitially along the chromosomes (28,29). 

In C. elegans, pairing/SC formation occurs preferentially at specific «pairing 

centers» (PCs), also localized at the end of chromosomes and chromosomes 

lacking these regions fail to synapse (30,31). PCs are characterized by repeated 

DNA, with different chromosome ends having different families of repeated 

sequences. Also, the six PCs are recognized by different zinc-finger proteins 

with the interesting exception that chromosomes I and IV plus chromosomes II 

and III share the same protein, implying some further discriminatory feature(s) 

(32–34 review in 25). C. elegans PCs become associated with the nuclear 

envelope and interact with a pair of SUN/KASH domain proteins that span both 

NE membranes and connect the ends of the chromosomes to the microtubule-

based dynein motors in the cytoplasm. Active motor-driven movement involving 

cytoskeletal elements appear to have two effects: first, to promote juxtaposition 

of homologous ends; and second, as a stringency factor to eliminate 

inappropriate connections, e.g. between PCs that share a common zinc finger 

protein. Interestingly, however, the SC is required to maintain pairing at later 

stages of prophase (review in 25; 35–40).

In both female Drosophila and in C. elegans, SC formation precedes initiation of 

recombination by DSBs, with this and ensuing steps of recombination occurring 

in the context of the SC. Interestingly, the number of DSBs appears to be much 

lower in both of these organisms than in organisms that undergo the canonical 

program. Perhaps this is because, in these two organisms, DSBs are required 

only to give rise to COs (for genetic diversity and for use in ensuring homolog 

segregation at MI) whereas, in the canonical program, many DSBs are required 

for recombination-mediated homolog coalignment.
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(5) In organisms that make an SC, the presence of this structure along the lengths of 

the homologs is required for correct MI segregation, even when CO/chiasma 

positions are highly localized to specific positions along the chromosomes. 

Perhaps the SC has a global role in maintaining chromosome order within the 

nucleus or in interlock resolution (review in 6). However, some species exhibit 

regular segregation at MI despite only partial SC formation and extremely 

restricted COs/chiasmata to the ends of the chromosomes. For example: (a) In 

the orthoptan Paratettix meridiolasis, axis formation, DSBs (defined 

cytologically by Rad51 and γH2AX foci), SC formation and diplotene chiasmata 

are restricted to non-centromeric distal regions of the telocentric chromosomes 

(41). (b) In the planarian flat worm Mesostoma ehrenbergii ehrenbergii (2×=10) 

only three pairs of chromosomes form bivalents, each with a single chiasma (and 

thus a single CO) at MI and restricted SC short stretches with one late (CO-

correlated) recombination nodule in a lobe of the nucleus at prophase; the two 

other pairs remain unsynapsed (42).

(6) Drosophila melanogaster male. This organism is among the handful known that 

exhibits neither recombination nor an SC, although well-aligned bivalents at MI. 

The X and Y chromosomes become connected via a specific "pairing site" that 

comprises repeats of specialized rDNA bound by stromalin and Modifier of 

Mdg4 protein, which are required for pairing (31, 43–45). No PCs are known on 

Drosophila autosomes except for the very small chromosome 4, which remains 

paired in 90% of the meiocytes, suggesting a PC-like structure in this 

chromosome (review in 31).

(7) Regular MI homolog segregation can also be obtained in the absence of 

recombination by using the SC in a novel way: in the silk worm (Bombyx mori), 
female meiosis lacks COs/chiasmata but nonetheless makes an SC, which 

remains until AI to provide the connection necessary for proper homolog 

segregation (46; review in 47 for other examples). Meiosis in male Bombyx 
mori occurs by the canonical program.

2.5 A common factor of both the “canonical” and "non-canonical" programs is the 
presence of the well-conserved meiotic configuration called “the bouquet”

At onset of meiotic prophase, the initial Rabl clustering of centromeres in the vicinity of the 

MTOC is released. It is followed by a reorganization of the chromosomes such that now the 

telomeres are clustered in the vicinity of the MTOC/SPB/ centrosome and adopt a 

conformation called the bouquet (e.g. review in 48). However, a defined MTOC is not 

required for telomere clustering: bouquet form in plants where the entire nuclear envelope 

organizes the cytoplasmic microtubules during both mitotic and meiotic cycles (discussion 

in 49). Bouquet formation is accompanied by dynamic telomere-led movements mediated by 

their linkage through the nuclear envelope to the cytoskeleton, whose dynamics drive 

telomere movement along the nuclear periphery (above).

The bouquet was originally described by meticulous analysis of flat-worm meiosis (50). The 

original bouquet images of Gelei plus images in other organisms are shown in Figure 1. 
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Gelei showed that the bouquet is seen from early zygotene to pachytene and that homologs 

are synapsing from the clustering area on. This and ensuing observations lead to the 

assumption that the role of the bouquet was to reduce the complexity of the homology 

search process required for pairing/synapsis (e.g. review in 48). However, subsequent studies 

revealed that homologs are already coaligned prior to synapsis in several organisms, thus 

removing the imperative for such a role (review in 54; 55, 25). We propose that occurrence 

of this bouquet configuration is a central nucleating feature of early meiotic evolution and 

that its role has progressively changed in concert with progressive evolution of the meiotic 

process. This view can accommodate diverse otherwise disparate observations, including the 

conservation of this feature in organisms with well-evolved non-canonical programs (above).

2.6 Is the presence of the bouquet a relic of the first steps of meiotic evolution?

The ideas below are one way to think about a possible path for evolution of meiosis. These 

ideas are motivated by trying to understand why all organisms (known so far) have kept the 

bouquet in their meiotic program, even despite the diverse details of those programs as 

discussed above.

One key consideration in our thinking concerns the dynamics of telomere reorientation from 

Rabl into the bouquet during the meiotic program. While orientation towards, and possible 

link with, the SPB/centrosome is not always required (e.g. plants, above), clustering is 

conserved. Since clustering could easily have been lost by evolution, it would seem that it 

has, per se, an important role(s).

A second consideration is that, while pairing is mediated by DSBs in the canonical program, 

bouquet formation and thus chromosome movement during leptotene are both independent 

of DSBs’ formation and the downstream process of recombination in Sordaria and plants 

(8,56,57). Thus, as DSB-deficient mutants are severely defective in spatial juxtaposition and 

synapsis of homologs, bouquet formation does not require interactions between homologs. 

And conversely, pairing failure cannot be attributed to a failure to make a bouquet. However, 

while not necessary for its formation, the recombination proteins are required for timely 

bouquet resolution in Sordaria (8,56), budding yeast, worm and mouse (e.g. 58,59), 

indicating a possible role of the bouquet as a checkpoint sensor to evaluate the status of the 

chromosome and/or the CO recombination process before allowing completion of synapsis.

A third consideration, which emerges in part from our own work, is that some proteins that 

are integral components of the SC are also SPB/centrosome components. For example: 

Sordaria Sme4 (with Zip1-like functions) and Hei10, budding yeast, fission yeast Mps3 and 

Sad1, and the mouse Death Inducer-Obliterator DIDO3 are also SPB/centrosome 

components (15,60–63). One common factor in these molecules is that they are all coiled-

coil proteins, in accord with their participation in important structures. For example, 

Sordaria Sme4 has very similar functions in the two structures, i.e. to keep the two homologs 

together via the SC and to mediate the juxtaposition of two parts of the SPB, giving a change 

in the shape that allows formation of a larger microtubule array as required for specialized 

roles during ascospore formation (60). Interestingly also, meiotic HORMA-domain proteins 

and cohesin Rec8 of C. elegans, which are regular components of chromosomal axes, are 

also implicated in correct centriole separation during division II (64).
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A fourth triggering consideration is the fact that in S. pombe and C. elegans, movements 

directed by clustered telomeres might have a mixture of roles, both to promote regular 

homolog juxtaposition and pairing and also as a stringency factor to eliminate inappropriate 

linkages or entanglements (e.g. 25,35).

Integrating these considerations, we propose that homolog pairing during meiosis began 

with evolution of the bouquet configuration. In this first primordial state, chromosome ends 

would be anchored through the nuclear envelope to/near the nuclear MTOC with regular 

spatial coalignment of homologs ensured either by nuclear movement as in S. pombe or by a 

specialized nuclear shape as in Tetrahymena. The next step in evolution could be a situation 

analogous to that in C. elegans, with evolution of "pairing centers" that mediate a more 

specialized DSB -independent pairing process with juxtaposition (and stringency) still 

mediated by end-led cytoskeleton-directed movements. Then, some proteins that initially 

evolved as SPB/centrosome components would evolve into SC components (as seen by roles 

in both features by Sme4, Mps3 and DIDO3 (above)). Regular spatial coalignment of 

homologs would still be mediated by telomere/NE/SPB/cytoskeleton localization and 

movement while the newly recruited proteins would now be used to link homologues via 

synapsis.

This progression would permit recombination-independent pairing and recombination-

mediated CO formation (likely from mitotic-repair like processes) to initially evolve 

independently. Finally, in most organisms this primordial process would then have 

diminished in importance, with recombination (via multiple interstitial DSB-mediated 

interactions) evolved from mitotic repair, now becoming predominant and thus also used for 

pairing and synapsis.

By this idea, since telomere regions would be, since the beginning of evolution, already the 

first to undergo DSB-independent pairing and synapsis, recombination might also initiate 

firstly or preferentially in those regions as seen in orthoptans (41), in barley (65) and in 

mouse (66).

Motion and clustering of telomeres, no longer used for pairing per se, would now be kept 

because recruited instead to solve the newly created problem of resolution of entanglements 

or other DNA links like ectopic interactions between non-homologous chromosomes (e.g. 

67) and would therefore explain the conservation of the bouquet formation.

3. Crossover (CO) Interference

One of the most interesting aspects of meiosis from a mechanistic point of view is the highly 

regulated process that determines the number and positions of COs along chromosomes 

through the effects of CO interference. We focus on COs that arise in this spatially-patterned 

way. A minority of COs that occur outside of this pathway (so-called Type II COs; e.g. 68) 

will not be extensively discussed. For an excellent recent general review, see Hunter (9); for 

earlier reviews, see 69 and 70; and for a review of the beam-film model and logic, see 71).
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3.1 Introduction to CO Interference

Discovery—CO interference was discovered by Sturtevant (72), and further elucidated by 

Muller (73), by genetic analysis of Drosophila recombination, in the context of experiments 

designed to show that genes occur in a linear order, in accord with their localization to 

chromosomes. The fundamental observation was that when a chromosome is divided into 

intervals by genetic markers, the frequency of cases in which a single gamete exhibits a CO 

in both of two given intervals (the number of "double COs " for those intervals) is often less 

than the frequency expected from their occurrence in each of the intervals independently (as 

defined by the product of the frequencies of COs in the two intervals considered 

independently). That is, one CO appears to "interfere" with formation of another CO. The 

effect of interference is particularly strong for two intervals that are very close together.

Assessment—Further genetic analysis in Drosophila led to a classical way of defining CO 

interference: Coefficient of Coincidence (CoC) analysis (74) (Figure 2AB). Following 

Sturtevant and Muller, a chromosome is divided into intervals and all possible pairs of 

intervals are examined to determine, for each pair, the "observed" frequency of gametes with 

double COs versus the "expected" frequency. The ratio of observed/expected frequencies is 

the CoC. CoC values for each pair of intervals is then plotted as a function of the distance 

between the two intervals. Universally, in organisms that exhibit CO interference, the CoC is 

small or zero at very short inter-interval distance (reflecting essentially "absolute" 

interference) and rises progressively to ~CoC=1 (reflecting absence of interference). At even 

larger distances, the CoC often fluctuates up and down at values above CoC=1. This feature 

reflects a tendency for COs to be evenly-spaced along chromosomes. CoC analysis provides 

a powerful, logically correct way of describing CO interference and can be extremely 

accurate for any type of CO pattern, as long as the dataset is sufficiently large (discussion in 

75; 76).

Other methods for describing CO interference are used. Many studies utilize so-called 

"gamma distribution analysis" (e.g. 79). The shape parameter of the gamma distribution is a 

measure of evenness and thus an indirect indicator of interference. However, the value of the 

gamma distribution shape parameter can be affected by changes in CO patterns that arise 

from factors unrelated to CO interference (e.g. the efficiency with which a CO-designated 

interaction actually matures into a CO), thus limiting the usefulness of this tool for analysis 

of variations in interference per se (75). Genetic studies can also use specialized approaches 

that permit analysis of small chromosomal regions (e.g. "modified CoC analysis" among 

others (80)). CO patterns can also be defined by analysis of chiasmata, the cytological 

correlates of COs as seen at the diplotene stage (e.g. 81).

3.2 Known Features of CO Interference

Certain features of CO interference appear to be becoming clear.

Coordinate DNA and chromosomal changes—Meiotic recombination occurs after 

DNA replication, with all DNA events occurring in recombination complexes that are 

intimately associated with the chromosome axes (6,12,82,83). Recombination is initiated at 

many positions along the chromosomes via programmed axis-associated double-strand 
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breaks (DSBs). In most organisms (e.g. mammals, plants and some fungi), the "canonical" 

program (alluded to above) is as follows. Most DSBs identify an homologous sequence on a 

DNA molecule of a non-sister chromatid of a homolog chromosome, forming a "nascent D-

loop", which also becomes axis-associated. Concomitant events result in spatial coalignment 

of the two axes, a process that comprises "homolog pairing", and often yields inter-axis 

bridges which comprise DNA and recombination proteins (discussion in 84, this issue). A 

few CO sites, usually one to several per chromosome, appear to be designated from among 

these many DSB-mediated interactions, which are thus describable as "precursors" to CO-

designations (and thus eventual COs).

In some organisms, a cytological marker for CO sites is available as early as the leptotene/

zygotene transition. Analysis of such organisms strongly suggests that CO-designation with 

concomitant interference occurs in a single step, at the early stage of leptotene/zygotene, in 

accord with bridges as the relevant "precursor" (discussion in 61,77,12,6). CO-designation at 

this early stage triggers an ensuing cascade of biochemical and structural changes that 

culminates in formation of mature COs at a later stage (pachytene).

It has been suggested that, in some cases, CO-designation might occur in two steps (85,86) 

but this remains to be validated. For example, in many organisms, at mid-pachytene, 

cytologically-detectable Msh4 foci occur in a number that is intermediate between that of 

total recombinational interactions (many) and COs (few), consistent with an intermediate 

step (85). However, this same phenomenon occurs in Sordaria where the availability of an 

early CO marker, plus other observations, strongly implies that CO-designation occurs in a 

single step and, furthermore, raises the distinct possibility that the intermediate number of 

Msh4 foci reflects sites of SC nucleations, among which only a subset are also sites of COs 

(61,77; below).

The majority of precursor (DSB) interactions are not fated to become inter-homolog COs; 

instead, they mature to other fates, usually to "inter-homolog non-crossover products" but 

also sometimes to other fates including inter-sister interactions and, probably, "Type II" COs 

(9,68,75).

Axes vs SC—In organisms that use the above-described pathway, CO-designation is 

followed by installation of the synaptonemal complex (SC), which is not required for CO 

interference (recent discussions in 9,78). To a first approximation, SC is always nucleated at 

the sites of all CO-designations. In addition, in most organisms, SC is nucleated at a number 

of other "precursor" sites. Nucleation at COs sites allows CO recombinational interactions to 

be associated with the SC in special ways as required for ensuing CO maturation and/or 

eventual formation of chiasmata at diplotene (e.g. 87). SC nucleation presumably occurs at 

other sites because the number of COs per bivalent is relatively small, such that CO site 

nucleation is thus insufficient to ensure that the entire chromosome acquires SC in a 

reasonable time frame. It can be noted, however, that in some organisms, SC does not form 

along the entire lengths of the chromosomes (see above). Also, in some organisms, notably 

Drosophila female and C. elegans, the entire recombination program appears to occur nearly 

analogously to the "canonical" program, but with fewer DSBs and all DNA events occurring 

in the context of already-formed SC (see Section I above). In these organisms, the roles of 
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chromosome structure that are carried out by bridge-linked chromosome axes in the 

"canonical" program are likely carried out instead by SC-linked axes (for analogies, see e.g. 

88,89).

Communication—The central feature of CO interference is communication along the 

chromosomes.

The metric of interference is chromosome length. Interference occurs when chromosomes 

are well-organized (above) and requires physically intact chromosomes (90). Moreover, the 

"metric" of CO interference is physical distance along the chromosomes, not genetic 

distance (cM) or genomic distance (Mb) (discussion in 9,78). A most remarkable feature of 

CO interference is that the signal emanating from a single CO site can extend for very 

different distances in different organisms, in accord with the fact that all organisms exhibit 

one or a few COs per bivalent regardless of their genomic size or meiotic prophase physical 

(axis) length, e.g. from ~300nm in budding yeast to tens of microns in a higher plant (78 and 

references therein).

Axes as the conduit? It seems that information travels along the chromosome axes 

specifically (9). The strongest argument may be the following. Meiotic chromosomes are 

organized as chromatin loops along the structural axes. In several species, notably human 

(91) male and female chromosomes differ because one sex has longer axes but shorter loops 

while the other has shorter axes and longer loops. Importantly, CO interference is the same 

in both sexes when the metric is µm axis length (e.g. for Arabidopsis and human: 92,93). 

This result implies directly that chromatin loop size and the total density of DNA per µm 

chromosome length are not relevant variables. Functional studies of axis component mutants 

are consistent with this view but are not definitive, since alterations in axis components can 

affect CO patterns by affecting aspects of the process other than communication per se (e.g. 

CO-designation; below).

Reaction/diffusion and/or mechanical stress and stress relief. The basis for communication 

remains to be established. In general, patterns can be achieved in either of two ways (or by a 

combination of both) (for examples in a bacterial system, see 94–96). At one extreme, the 

chromosomes per se are an essentially passive substrate upon which biochemical events 

occur in a "reaction-diffusion" process. By such a mechanism, all events involved in 

patterning might specifically affect only the recombination complexes, with changes in the 

chromosomes' axis/SC status (below) as downstream consequences. At the other extreme, 

the chromosomes are active mechanical participants in the communication process. In any 

mechanical system, a change in stress at one position will inevitably result in redistribution 

of that effect for some distance away from that point (for example, if you poke your finger 

into a balloon, the indentation spreads out away from the pressure point). Mechanical stress, 

in turn, implies deformation of the chromosomes into a higher energy state. It has been 

proposed specifically that meiotic chromosome axes are under stress along their lengths and 

that CO-designation is promoted by such stress (97). Each such event will, by its nature, 

locally alleviate stress, and that effect could then redistribute along the chromosomes, 

outward in both directions, thus disfavoring additional stress-promoted CO-designations 

nearby. An additional feature of mechanical stress redistribution is that, in systems that are 
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not simple elastic objects, stress redistribution dissipates with distance away from its 

nucleation site, predicting that CO interference would similarly decay, yielding 

automatically a "zone of interference". In fact, however, mechanical effects and reaction-

diffusion effects can interact in complex ways, as first proposed by Turing (96) and recently 

implied by studies of the MinDE system in E.coli (95 and references therein). For example, 

mechanical changes might be nucleated locally at a CO site and then propagated along the 

lengths of the chromosomes by molecular events in a ratchet-like process with a 

probabilistic decay distance.

We have proposed specifically that stress arises because the entropically-favored state of 

chromatin loops (in an expanded configuration) is constrained by connections along the 

chromosomes, including the chromosome axes, with local alleviation of this stress at CO 

sites then spreading along the chromosomes to confer interference (97,98). Several types of 

observations are consistent with this view. First, one component implicated in CO 

interference is Topoisomerase II (78). Topoisomerase II occurs preferentially along/above 

chromosome axes and its role is to mediate mechanical stress along chromosomes resulting 

from aberrant DNA/chromosome topology. Second, axis disruption and increased chromatin 

diffuseness occur at sites of COs in Sordaria (99), and local chromosome extension occurs at 

sites of COs in C. elegans (89), in accord with release of constrained chromatin expansion 

stress at these sites. Third, the period when CO-designation is triggered is a period of global 

chromosome expansion whereas the ensuing period is a period of global chromosome 

compaction.

3.3 Mechanistic Components and Implications for Functional Dissection

Implicit in the above description of events is the fact that CO patterning can be separated 

into several component parts, more or less independent of any particular model or 

mechanism.

Precursor array—One component is the array of "precursor" interactions upon which 

patterning is imposed (e.g. DSB-mediated inter-homolog "bridges", as discussed above). 

Experimental and simulation studies of CO patterns reveal that these precursors are 

sometimes themselves evenly-spaced (discussions in 84 this issue; 75), suggesting that 

patterning of CO sites is preceded by some earlier type of patterning along the 

chromosomes. Other analyses further suggest that the number of precursors along a given 

genetic chromosome is relatively similar from one nucleus to another (75; N.K. L.Zhang and 

S.Wang unpublished).

Patterning features—The second component is the CO patterning process itself. Three 

additional features are implicit in the above description. (a) Precursor recombinational 

interactions will have some average sensitivity to the CO designation process. (b) Different 

precursors will necessarily not be identical, so there will be some particular distribution of 

relative sensitivities around the average value, which may be broader or narrower according 

to the situation. Since there will always be some threshold to the sensitivity required for CO-

designation, differences in this distribution will affect the fraction of precursors that are 

sensitive enough to actually undergo CO-designation. This seemingly esoteric feature can, in 
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fact, have important effects (L.Zhang, S. Wang and NK unpublished). (c) The effect of CO 

interference will be to make affected precursor interactions less sensitive to the CO-

designation process and thus less likely to undergo CO-designation.

CO maturation—The third component is CO maturation, which determines whether a 

particular CO-designated interaction will go through all of the ensuing steps necessary to 

create a mature CO (or its corresponding experimentally-detected correlate). Defects in CO 

maturation do not alter CO interference as defined by CoC analysis or genetic analysis, in 

accord with the fact that they arise after patterns are already established.

Separation of CO patterning into these different aspects can, in principle, allow to assign 

mutant phenotypes to certain specific effects. For example, absence of Mlh1 can be shown to 

affect CO maturation, rather than CO interference (discussion in 75). Other types of 

distinctions can be identified with appropriate mathematical simulations (e.g. 75,71,77,61). 

However, in practice, these distinctions may sometimes be too subtle to detect and/or 

mutations may coordinately alter more than one aspect, thus precluding simple 

interpretation.

3.4 Transiting to a Mechanistic Definition of "Interference": Examples

CO interference can be defined by diverse criteria. Phenomenologically, any change detected 

by one of these methods is said to reflect a change in "CO interference". More subtly, it is 

implicitly assumed that changes in these relationships represent changes in the 

"communication" aspect of CO interference. For example, when CoC relationships are 

shifted to lower values, interference is said to be "weaker" as if the process of spreading of 

the interference signal is somehow less robust; oppositely, if CoC relationships are shifted to 

higher values, interference is said to be "stronger". However, when specific mechanistic 

aspects are considered, it becomes clear that these effects can result from changes in features 

other than the "spreading interference signal" per se.

A general case that often occurs is as follows. Given CO-designation and interference as 

separate components, if more and more CO-designations can occur, COs will tend to occur 

closer together, even if each CO sets up exactly the same type of spreading interference 

signal (Figure 2CD). That is, by any applied conventional criterion, CO interference will be 

said to be "weaker" whereas, in fact, the spreading of the "interference signal" involved in 

communication is, per se, unchanged and all that has happened is a change in the frequency 

of CO-designation. This conundrum suggests that, where possible, more precise language, 

and more precise thinking, will be useful in describing observed effects.

The importance of accommodating this particular conundrum is illustrated by several 

specific examples.

Nested designation of CO sites and SC nucleation sites—It is well known, 

particularly in plants, that SC nucleates at the sites of inter-axis bridges and that the number 

of SC nucleations far exceeds the number of COs along any given bivalent (e.g. 100). 

Correlations between SC nucleations and sites of recombination-correlated "nodules" have 

also been reported in other organisms, notably Sordaria (101). A recent analysis of data for 

Zickler and Kleckner Page 12

Semin Cell Dev Biol. Author manuscript; available in PMC 2017 June 01.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



Sordaria shows that SC nucleations and CO patterns both arise as part of a single 

interference process (77). Each designation of an SC nucleation site sets up interference; 

however, the earliest nucleations concomitantly result in CO-designation at the same site 

whereas later nucleations result only in SC nucleation and not in CO-designation. "CoC" 

curves for total nucleations, and for nucleations that give rise to COs, are offset, at lower and 

higher inter-interval distances respectively, even though the length of the spreading 

interference signal is the same for both outcomes. Interestingly, in budding yeast, there 

seems to be essentially a 1:1 relationship between the number of CO-designation sites and 

the number of SC nucleations and on the very strong dependence of SC formation on CO-

designation in some situations. This is likely related to (and is the basis for?) the fact that 

budding yeast has many more COs per bivalent than other organisms despite its diminutive 

genome content. More generally, this mechanism can give nested sets comprising patterns 

for multiple entities, not just two (77).

CO homeostasis as manifested in CO-correlated Zip3 foci—In yeast, when the 

number of total recombinational interactions is reduced by reducing the total number of 

DSBs, the number of COs (marked by Zip3 foci) does not decrease commensurately, a 

phenomenon known as CO homeostasis (102). At reduced DSB levels, the average distance 

between COs increases and CoC curves shift to higher values (75,78 Figure 2E). Viewed 

"phenomenologically", this would seem to suggest that "CO interference is increased". 

However, by quantitative analysis, the observed results are explained simply by the decrease 

in the number of precursor interactions, with no change in the strength of CO-designation or 

CO interference. In fact, the phenomenon of “CO homeostasis” can be fully explained by the 

interplay of the reduced number of precursors and the normal CO-designation/interference 

process (9, 75,78). This is understandable as follows: the lower the number of precursors, 

the less likely it is that a given precursor will be affected by interference coming in from a 

nearby precursor and thus the more likely that precursor is to give a CO. Thus, the reduction 

in COs expected from a reduced number of DSBs/precursors is partially compensated by an 

increase in the probability that each DSB/precursor will give a CO. These two opposing 

effects are sufficient to quantitatively explain CO homeostasis of programmed COs.

A CO driving force for structurally discontinuous bivalents—Several "mutant" 

situations have been described in which only a subset of genomic chromosome length is 

available for CO-designation and, concomitantly, the available regions acquire more than the 

usual number of COs. A classical example is the "inter-chromosomal effect" in Drosophila 

in which the presence of a gross chromosomal rearrangement (e.g. inversion) triggers both 

prolongation of prophase and a higher number of COs on the regular regions of the genome, 

but still with the presence of detectable interference (by standard criteria) (e.g. 103 and 

references therein). More recent examples are provided by mutants in Arabidopsis (104) and 

Sordaria (asy2; D.Z. unpublished) in which, on a per-nucleus basis, pre-SC homolog pairing 

is defective but with concomitant occurrence of a higher than normal number of COs in the 

regions that do manage to pair. Other examples of such situations likely exist. Such 

situations will be manifested in decreased CO interference by standard criteria. It remains to 

be determined whether these effects imply a specific tendency for COs to occur in a 

particular number per nucleus per se (104) and/or an effective tendency in this direction 
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because structurally aberrant regions trigger checkpoint surveillance responses which 

increase either the time available for CO-designation and/or the nature of that process itself. 

The point of relevance here is that there is no particular reason to invoke a change in the 

nature of the spreading interference signal per se although, of course, this cannot be 

excluded.

3.5 The Logic of CO Patterning

The phenomena of the two previous sections are qualitatively compatible not only with 

different specific mechanisms of CO patterning but with different basic logics for the 

underlying events. Three specific models have been presented: the first such model as 

proposed by King and Mortimer (105); the counting model of Stahl and colleagues (106); 

and our own "beam-film" model (71,75,97). The three models are based on different logic 

(as well as having different mechanisms). Notably, also, the beam-film model was originally 

formulated in the context of a stress-and-stress relief mechanism (above), but is in fact 

mathematically applicable to any mechanism that works by the same logic. In addition, 

mathematical models have been presented that describe outcomes without regard to 

underlying mechanism. When we actually know how CO interference works, some yet 

unenvisioned and/or more complex logic may emerge. Nonetheless, for the moment, several 

points seem clear.

First, all three specific models assume "precursors" and "CO-designation". Precursors are 

presumptively DSB-mediated inter-homolog interactions (e.g. bridges, discussed above). 

"CO-designation" is the process which determines that a particular precursor becomes fated 

to eventually become a CO. CO interference infuences the pattern of CO-designation sites. 

Precursors that do not undergo CO-designation end up maturing to some other fate. Also, in 

all three models, "CO maturation" can be a factor.

Second, the counting model envisioned that some process progresses along the 

chromosomes from one precursor interaction to the next and determines a CO-designation 

and then skips some roughly integer number of precursors and then carries out another CO-

designation. Despite the fact that this model does a spectacular job of explaining 

experimental data (106), it seems not to be correct (102).

Third, the mathematics of the beam-film model make it possible to specify experimentally-

verifiable features. This applies most notably to precursors, i.e. their number and whether 

the precursors are evenly or randomly (Poisson) distributed along chromosomes and whether 

they occur in similar numbers in different nuclei or are randomly distributed. Most other 

models assume a Poisson distribution of precursors among different chromosomes within 

and among nuclei and/or along an individual chromosome, which is likely not usually the in 
vivo situation.

Fourth, the King and Mortimer model specifies that, following CO-designation, the 

interference signal will continue indefinitely until/unless it runs in an interference signal 

coming from the other direction from an adjacent CO-designation. The implication of this 

situation is that the number of COs will depend on the kinetics of the situation, i.e., the 
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relative rates of CO-designation and spreading of the interference signal. This would not be 

true either of a counting model or of the logic of the beam-film model.

Fifth, the logic of the beam-film model is different in logic from the other models and has 

several other unique features.

a. CO interference spreads outward in both directions from each CO-designation site, 

automatically dissipating with distance (see also above). This implies that each CO-

designation automatically sets up a "zone of interference" which disfavors further 

CO-designations in the affected region, to decreasing extent with increasing 

distance from the designation site.

b. CO-designations occur sequentially. As a result, a second CO designation will tend 

to occur away from previous the first interference zone and ensuing COs, if any, 

will "fill in the holes" between prior CO-designation/interference zones, thus giving 

even spacing of COs. In this logic, kinetics plays no role.

c. The CO-designation process is very strong (or, equivalently, precursor interactions 

are very sensitive to CO-designation). This has two major consequences. First, it 

can ensure that every bivalent acquires at least one CO-designation as required for 

regular MI homolog segregation (further discussion below). Second, it implies that 

CO-designations can continue to occur until no more precursors are sensitive 

enough to respond; and since the effect of CO interference is to reduce the 

sensitivity of precursors, CO-designations will keep occurring until they are limited 

by the effects of interference. Thus, the "strength of CO interference", and more 

specifically the length over which the interference signal spreads (the "interference 

distance") is very important for determining not only the tendency for even spacing 

of COs but also the number of COs.

Finally: the logic of the beam-film can be captured mathematically; and simulations based 

on these mathematical expressions can explain CO patterns very accurately in many 

different situations, including predictions as to the nature of the precursor array and 

maturation efficiency, as well as features of CO patterning per se, and provide a very useful 

tool in revealing and/or appreciating complex features of CO patterns (e.g. 75,77,61; above).

3.6 The Obligatory CO (and Crossover Assurance)

Regular segregation of homologs at the MI division requires that they be connected (above). 

In the canonical program, this connection requires at least one CO plus sister connections 

distal to the most centromere-proximal CO. As a result, as an observed fact, virtually every 

bivalent acquires at least one CO, even when the average number of COs is very low, 

including one and only one per bivalent (e.g. 107). This observed fact is referred to 

operationally as "the obligatory CO".

Three types of explanations for ensuring the obligatory CO have been considered. First, 

there is some special mechanism to give the first CO and then another mechanism takes care 

of CO interference and later COs. Second, interference is per se required to ensure the first 

CO and thus keep the frequency of zero-CO bivalents to an acceptably low level. This 

possibility has arisen, historically, in the context of the King and Mortimer model (above). In 
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that consideration, precursors were assumed to be Poisson-distributed among chromosomes 

(e.g. for a particular chromosome in different nuclei or among different chromosomes within 

a given nucleus). In such a case, a particular bivalent would sometimes fail to acquire even 

one precursor and the consequence would be an unacceptably high frequency of zero-CO 

bivalents. For this reason, the King and Mortimer postulated that passage of interference 

through a region resulted in release of precursors in that region which, in turn would rebind 

in regions that had not yet "experienced" interference. As a result, bivalents that lacked even 

a single precursor (and thus could not have experienced interference) would eventually 

acquire at least one precursor and thus could acquire a CO. This prediction is not supported 

by current data (78). Third, the obligatory CO is achieved as an intrinsic feature of the 

overall CO patterning process. The logic of the beam-film model places it in this category. 

Qualitatively, the obligatory CO can be ensured by making the strength of the CO-

designation process (or the sensitivity of precursors to that process) sufficiently high that, as 

a practical matter, every bivalent virtually always acquires at least one CO. (In the original 

"stress hypothesis", it would be necessary that the level of stress, or the sensitivity of 

precursors to that stress, would be high enough to ensure that one precursor would undergo 

stress-promoted CO designation.) However, additional features must also be in place for this 

scenario to work. (a) Each CO-designated interaction must successfully mature to a CO/

chiasma. In the absence of efficient maturation, a bivalent could acquire a single obligatory 

"CO-designation" but the effect would then be lost because that CO-designated event would 

not actually become a CO. (b) Each bivalent must always acquire not only at least one 

precursor but a sufficient number of precursors that at least one is sufficiently sensitive to 

undergo CO-designation. This requirement is influenced by several variables whose effects 

can contribute in various combinations to ensure an appropriate final outcome (75; N.K. and 

L.Zhang, unpublished). These factors include: the average number of precursors for a given 

bivalent; the extent to which a given chromosome always acquires the same/similar number 

of precursors in all nuclei (i.e. deviation from a random/Poisson distribution of precursors on 

that chromosome for different nuclei); the absolute sensitivities of the precursors to CO-

designation or, equivalently, the strength of the CO designation process; and finally, the 

distribution of precursor sensitivities around the average, with a narrower distribution 

implying a smaller fraction of precursors that will not be adequately sensitive to the CO 

designation process. Importantly, the one variable that is NOT required for the obligatory 

CO is CO interference (75).

It can also be noted that the average number of precursors per bivalent is proportional to 

chromosome length. It is this effect which underlies the well-known fact that (all other 

things being equal), shorter chromosomes have higher frequencies of zero-CO bivalents (e.g. 

for yeast Chromosome III, see 75).

Recently, the term "CO assurance" has been introduced to convey, in a mechanistically 

general way, the fact that various features of the recombination process are required to 

ensure the observed final outcome of at least one CO per bivalent, thereby distinguishing the 

"observational phenomenon" from the "mechanistic requirements" (108,9). Specifically: 

"Crossover assurance comprises temporally and functionally distinct designation/

commitment and implementation/execution steps" (108). This term will thus encompass 

any/all of the specific features described above.
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3.7 Functional Coupling between Recombinosome and Axis Changes During and After CO 
Patterning

A prominent feature of meiotic recombination is the intimate relationship between the 

biochemical components required for DNA events and the chromosome structural axes. Both 

features are specified by a combination of meiosis-specific components and components that 

participate (also) in the corresponding non-meiotic processes, i.e. general DNA double-

strand break repair and prophase chromosome structure in mitotic cells (to which meiotic 

prophase structure is highly analogous; 109). Classical examples are mitotic/meiotic RecA 

homologs Rad51/Dmc1 and cohesin kleisin subunits Scc1-Mcd1/Rec8 and Rad21L.

What underlies CO-designation and CO Interference?—At present, there is almost 

no concrete information about which molecules are involved in these processes. A recent 

study identifies a SUMO-dependent pathway involved in these processes, for which known 

targets are TopoII and meiotic axis component Red1, with others likely remaining to be 

identified. However, this pathway enhances, but is not essential for, the patterning process. 

Also, Qiao et al (110), based on studies in mouse, propose that recombinosome 

differentiation (into CO and NCO types) involves a balance between the opposing effects of 

SUMOylation and ubiquitination as mediated, in that organism, by Zip3 and Hei10. The 

primary target of CO-designation should be the recombination complex itself, although 

direct targeting of the recombinosome/structure interface is also possible. Thus, analysis of 

components likely present at the critical stage should be fruitful. But what about structure 

components that might be essential for this process? Analysis of these molecules is 

complicated because they are almost all involved in setting up prophase structure and/or 

even earlier events, and thus affect assembly of the array of total "precursor" 

recombinational interactions before CO patterning stage, as well as having key roles in 

downstream steps that are required for generating a detectable signal. And most critically, 

what is the molecular basis for spreading of information along the chromosomes? And if the 

interference signal spreads along the chromosome axes, how might a signal be transmitted 

from the recombination complex to the structures to initiate this effect? (For previous 

discussions of the difficulties in dissecting CO interference, see 9,69). New clues and/or new 

approaches are needed to answer these questions.

Post-interference events—In the canonical program, CO-designation and 

accompanying interference are followed by prominent changes at both the DNA and 

structural levels. CO recombination proceeds via two specific long-lived intermediates that 

progress to mature COs via discrete sequential stages (9). Concomitant with initiation of 

these events, SC is installed all along the chromosomes, with nucleation at sites of COs and, 

in most organisms, sites of other precursors (above). SC installation can also be 

accompanied by other prominent changes, e.g. removal or remodeling of HORMAD 

proteins (e.g. 111).

The existence of these coordinate downstream changes are indicated by many observations. 

Among these, "ZMM" proteins are specifically required in budding yeast for both 

progression of CO recombination and SC formation; however, at least two of these proteins, 

the SC central region component Zip1 and MutS-homolog Msh4/5, are not required for CO 
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interference (112,78). Instead, these factors likely mediate functional and physical linkages 

between CO-specific recombination complexes and underlying SC at the nucleation and/or 

later stages. In some cases, e.g. Arabidopsis (113), ZMM proteins are required for formation 

of "regulated" COs but not for SC formation. This may reflect the fact that in plants, with 

their long chromosomes, many SC nucleations normally occur at sites other than CO-

designated sites, so loss of normal CO-designation has little effect.

Two aspects of SC formation seem interesting in this context.

Is spreading of the SC licensed by spreading of the interference signal? There are hints that 

SC spreading might be directly licensed by the CO interference signal per se. This would be 

true not only at the point of nucleation of interference (where CO-designation would 

nucleate onset of interference and thus local nucleation of SC, as in the nested interference 

model described above) but also during propagation of the SC away from those positions 

along the chromosomes, which would occur in the wake of the spreading interference signal. 

One hint to this effect is that in Sordaria, when DSBs are induced artificially by gamma-

irradiation, only a limited amount of SC is formed at each of a few positions, implying that 

SC cannot spread without limit along the chromosome lengths (114). Similarly, in yeast, 

reduction in the number of CO-designations concomitantly reduces the number of SC 

nucleations and does not lead to full-length SC (115). A second hint is that SC installation is 

often accompanied by chromosome shortening (a characteristic of the zygotene stage) (47). 

It is easy to envision that the interference signal might result in longitudinal shortening and 

thus, in some way, license SC transverse filament installation. (This is, in fact, a predicted 

effect of relief of chromatin expansion stress in the stress model described above; 97,98).

Two-phase synapsis. In the normal meiotic program, SC formation along chromosome arms 

is precluded until it is licensed by CO-designation and interference, where such licensing 

involves nucleation at particular positions followed by spreading (above). This regulated 

installation limits SC formation to homologous chromosomes. In contrast, nearly 

universally, SC can be installed promiscuously at a later time in the relevant stage, where it 

is installed irrespective of underlying chromosomal homology and without programmed 

nucleation, e.g. as seen in "fold-back synapsis" and other configurations (so-called "two-

phase synapsis"; 116,47). In accord with the idea that an expanded chromosome stage might 

limit SC installation, with chromosome compaction then permitting SC installation: 

chromatin expands globally at leptotene (prior to CO-designation/interference), compacts at 

zygotene (e.g. as a global effect that would presumably complement interference-based 

compaction), expands at early pachytene and then compacts again at mid/late pachytene, 

which is the time of promiscuous SC installation (97).

Also, SC nucleates at centromeres at/before the leptotene stage in both yeast and Drosophila 

and, in yeast, does not require normal "nucleation factors" that are essential for interstitial 

SC nucleation at CO sites (e.g. Zip3) (117,28,29). Perhaps centromeres have a more 

compact chromatin structure, and permit SC formation, analogously to the second, non-

specific phase of synapsis (118).
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3.8 The evolutionary driving force for CO interference?

In general, CO interference could be evolutionarily advantageous for either (or both) of two 

reasons: because of its genetic consequences or for some mechanistic reason (previous 

discussions in 69,9,10, 87).

Genetic advantages. With respect to genetic consequences, CO interference clearly directly 

determines the spacing of COs along bivalents. However, the considerations above imply 

that it also strongly influences the number of COs, with CO-designations occurring 

sequentially until limited by the effects of CO interference. If this is true, a shorter or longer 

"interference distance" implies more or fewer COs. Both of these effects (lower number of 

COs and the tendency for COs to be spaced out along the chromosomes) will tend to 

promote continued linkage of genes (and thus their resultant traits) located near one another 

on a chromosome, working against the tendency of COs to disrupt such linkages. This is one 

widely-suggested evolutionary rationale for CO interference. Naturally, other mechanisms 

for achieving this effect can be envisioned, thus perhaps explaining why some organisms 

appear to lack CO interference altogether (most notably S. pombe [119] and Aspergillus 
nidulans [120]).

A second possible evolutionary role might be considered. In many organisms, notably but 

not exclusively higher plants, whole genome duplications or other events can yield genomes 

containing more than two identical (or closely similar) copies of each chromosome. In such 

situations pairwise early recombinational interactions can lead to complex patterns of COs 

among different combinations of homologs. These complexities will, in principle, be 

reduced if CO interference extends along much or all of the lengths of the chromosomes. To 

the extent that polyploidy is both an advantage and a risk for sexual reproduction, CO 

interference might again be ameliorating the disadvantageous risks (121).

It is also interesting to consider that CO interference might be used as part of a process that 

limits CO formation to certain regions. For example, in many organisms (notably plants), 

COs/chiasmata tend to occur preferentially near the ends of chromosomes. A recent 

exploration of this situation in barley (65) has shown that the entire program of 

recombination/SC nucleation occurs earlier at ends than in the middle of the chromosome. It 

was proposed that this timing difference, coupled with CO interference could explain the 

paucity of COs in the middles of chromosomes: if CO-designation occurs first near the ends 

of a bivalent, spreading of the interference signal inward will preclude/disfavor formation of 

later COs in the central region. Implicit in this scenario is a greater sensitivity of precursors 

to CO-designation in regions near ends. Given that CO-designation is nested within the SC 

nucleation program, this difference will permit also SC formation in centrally-located 

regions without accompanying CO-designation while concomitantly ensuring a timing 

difference such that SC formation in central regions occurs later than in near-end regions. A 

similar situation likely occurs in other organisms, e.g. human male meiosis (e.g. 66).

Mechanistic advantages. With respect to mechanistic advantages, one possibility that having 

fewer and/or more evenly-spaced COs, and thus fewer and/or more evenly-spaced diplotene 

chiasmata, may be important for creating a chromosome structure that permits regular 

segregation of homologs at Meiosis I (10, 87). A second possible advantage of interference 
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arises from the fact that homolog pairing/coalignment at prophase necessarily (and, in fact) 

involves some risk of unwanted entanglements. By diplotene, the only connections among 

chromosomes that remain to enforce such entanglements are COs/chiasmata. Thus, fewer 

COs and/or a tendency for COs to be far from centromeres will minimize the risk that 

entanglements generated earlier in prophase will persist and compromise the process of 

homolog segregation at MI. A third hypothesis is that CO interference is required to ensure 

that at least one CO occurs along each bivalent. This hypothesis seems not to be correct (see 

third scenario for the basis of the obligatory CO above).

3.9 Summary

Despite significant progress in recent years, the phenomenon of CO interference remains 

substantially enigmatic, particularly as regards mechanism and biological significance, thus 

providing fertile ground for future research.
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Figure 1. Bouquet Configurations
A. Gelei’s original discovery of the bouquet: a= leptotene, b=zygotene (thick threads= 

synapsis), c=pachytene all ends are still clustered; d = bivalent interlocking (50). B, C. 
Bouquets in salamander (from 51) and human spermatocyte (52). [B and C reprinted from 

(53).]

Zickler and Kleckner Page 27

Semin Cell Dev Biol. Author manuscript; available in PMC 2017 June 01.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



Figure 2. Coefficient of Coincidence (CoC) Analyses
A, B. CoC relationships (A) and the density distribution of different numbers of COs per 

bivalent (B) from data sets created by simulations using the beam-film model under different 

values of relevant parameters. Among these, (L) or (LBF) denotes the distance over which 

the interference signal spreads. (LCoC) denotes the inter-interval distance at which CoC = 

0.5. [reprinted from 75] C, D Beam-film simulations illustrate the fact that when the strength 

of CO-designation increases, the number of COs per bivalent increases (C) and the CoC 

curves shift to the left, even though there is no change in the distance over which the 
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interference signal spreads [adapted from 77.]. In such simulations, the strength of CO-

designation is given by parameter Smax and interference distance is given by parameter L. 

Simulation parameter values are defined relativistically. Smax can range from zero (i.e. no 

CO-designation) to non-zero values that give appropriate outcomes. In simulations of several 

experimental datasets, the values of Smax range from ~1 to ~3.5 (75). Parameter L is 

defined as a fraction of bivalent length. In the simulation shown, Smax is varied from 1.8 to 

5.3 while L remains constant at L=0.1 (10% of bivalent length). E. Reduction in the average 

number of DSBs per chromosome resulting from a spo11 mutant condition shifts the CoC 

curve to the right as observed for S. cerevisiae chromosome III (compare black and green). 

Beam-film simulations under best-fit conditions for this organism demonstrate that this shift 

is attributable solely to a decrease in the number of DSB-mediated precursor interactions (N) 

from N=6 in the wild-type to N=4 in the mutant with no change in the spreading interference 

signal or any other feature of CO formation/patterning (data and rationale in 75; and 78). 

[Figure is by L. Zhang and N.K. unpublished].
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