
COMPLEX CONDITIONAL CONTROL BY PIGEONS IN A 
CONTINUOUS VIRTUAL ENVIRONMENT

Muhammad A. J. Qadri1, Sean Reid2, and Robert G. Cook1

1Tufts University

2University of Massachusetts, Lowell

Abstract

We tested two pigeons in a continuously streaming digital environment. Using animation software 

that constantly presented a dynamic, three-dimensional (3D) environment, the animals were tested 

with a conditional object identification task. The correct object at a given time depended on the 

virtual context currently streaming in front of the pigeon. Pigeons were required to accurately peck 

correct target objects in the environment for food reward, while suppressing any pecks to 

intermixed distractor objects which delayed the next object’s presentation. Experiment 1 

established that the pigeons’ discrimination of two objects could be controlled by the surface 

material of the digital terrain. Experiment 2 established that the pigeons’ discrimination of four 

objects could be conjunctively controlled by both the surface material and topography of the 

streaming environment. These experiments indicate that pigeons can simultaneously process and 

use at least two context cues from a streaming environment to control their identification behavior 

of passing objects. These results add to the promise of testing interactive digital environments with 

animals to advance our understanding of cognition and behavior.

Keywords

virtual reality; context control; visual tracking; object identification; occasion setting; pigeons

Advances in the study of behavior have been regularly tied to developments in technology 

(Blough, 1977; Skinner, 1938; Thorndike, 1898). Computerized immersive reality systems 

for humans have produced a number of important conceptual and practical advances across a 

wide-ranging set of domains in recent years (Biocca & Delaney, 1995). The use of virtual 

environments to simulate reality promises to be one of the transformative technologies of the 

21st century. The ability to vary and control the properties of immersive simulations makes 

this virtual approach ideal for examining any number of questions that are otherwise 

unfeasible or impossible to explore. For example, virtual reality allows the training of 

dangerous military, medical, aviation, and sports skills outside of their high-risk context. It is 

also increasingly being used in various therapeutic settings (Bohil, Alicea, & Biocca, 2011; 

Hoffman, 2004).
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The use of virtual environments in studying behavior, brain, and cognition in nonhuman 

animals has also been slowly growing over the last decade (Dombeck & Reiser, 2012). Such 

virtual systems offer the opportunity to create complex stimulus environments that maximize 

ecological validity for animals while simultaneously maintaining robust experimental 

control over their features.

Most of the different attempts to test virtual environments with animals have concentrated 

on measuring how they “navigate” through such environments. Gray, Pawlowski, and Willis 

(2002) tested tethered moths in an immersive reality (i.e., the animal is completely visually 

enclosed) with a simulated 3D landscape composed from mixtures of small white and black 

tiles. Neural recordings from the insects suggested they responded to and “flew” in these 

virtual terrains like free-flying moths. The study of virtual navigation and spatial learning in 

insects has since been of recurring interest across multiple insect species and input 

modalities using primarily neural recording techniques (Fry, Rohrseitz, Straw, & Dickinson, 

2008; Peckmezian & Taylor, 2015; Sakuma, 2002). Similar methodologies have been 

utilized to study motor responses and prey capture in zebrafish (Ahrens et al., 2012; Trivedi 

& Bollmann, 2013).

Additionally, larger and more complex vertebrate animals have also been tested in digital 

environments. Hölscher, Schnee, Dahmen, Setia, and Mallot (2005) tested harnessed rats 

“free” running on a spherical treadmill to examine their navigation through a projected 

virtual environment that surrounded the animal. Subsequent variations of this approach have 

focused on measuring rodents navigating a variety of virtual spaces (Dombeck, Harvey, 

Tian, Looger, & Tank, 2010; Garbers, Henke, Leibold, Wachtler, & Thurley, 2015; Harvey, 

Collman, Dombeck, & Tank, 2009; Katayama, Hidaka, Karashima, & Nakao, 2012; Saleem, 

Ayaz, Jeffery, Harris, & Carandini, 2013; Sofroniew, Cohen, Lee, & Svoboda, 2014; Thurley 

et al., 2014).

Whereas the smaller animals were easily tested in fully immersive environments, research 

with larger mammals focused on simulating virtual environments that are presented frontally 

on a computer monitor and navigated using a joystick. For example, Washburn and Astur 

(2003) trained four rhesus monkeys to find specific objects in simple 3D virtual mazes. 

Similar to the rodent research, this digital approach has been utilized to examine place 

perception in primates (Sato, Sakata, Tanaka, & Taira, 2004, 2006, 2010). A summary of all 

of these different research approaches across species is that animals regularly behave in such 

environments in a manner consistent with a human 3D-like experience.

Birds are also excellent candidates for testing in virtual or immersive systems. They are 

highly visual, relying on this modality to actively navigate and interact with most aspects of 

their world (Cook & Murphy, 2012; Cook, Qadri, & Keller, 2015). Further, these object-

based interactions occur at a spatial scale similar enough to humans that software and 

hardware are readily available.

Over the years, our laboratory has been strongly interested in how pigeons process various 

types of motion and “behavior” from objects and “agents” as created from digital technology 

(Asen & Cook, 2012; Cavoto & Cook, 2006; Cook, Beale, & Koban, 2011; Koban & Cook, 
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2009; Qadri, Asen, & Cook, 2014; Qadri, Sayde, & Cook, 2014). One outgrowth of these 

scientific questions was a considerable interest in exploring how pigeons interact with digital 

objects in a more complete virtual environment. Whereas others have created various kinds 

of 2D virtual tasks (Miyata & Fujita, 2010; Wasserman, Nagasaka, Castro, & Brzykcy, 

2013), we aimed to create a task that might utilize the foraging-like behaviors of pigeons in 

the natural world by examining their experiences in a 3D-like simulated environment.

Thus, the goal of the current project was to begin investigating how pigeons experience a 

continuously streaming digital environment. Our behavioral approach differed from previous 

ones by not concentrating on navigation or spatial cognition as the principal means of 

measuring the animal’s experience. In contrast, we explored the pigeons’ “understanding” of 

the virtual environment by requiring different behaviors in each context. Specifically, the 

pigeons had to use the continuously streaming digital environment presented on the monitor 

to conditionally and correctly identify whether to select various objects that appeared at 

different positions within this environment. Unlike the navigation approach, this technique 

has the advantage of letting one determine and measure which features of the contextual 

environment control the animal’s behavior at any moment.

Each session consisted of a small number of trials that each contained an extended block of 

sequentially presented 3D objects appearing within different computerized, semi-naturalistic 

“terrains.” The birds’ task was to identify and peck at the object designated as correct for 

that terrain. Pecks to this correct target object resulted in reinforcement (a hit in signal 

detection terms). Pecks to any distractor objects in that context (a false alarm) resulted in an 

additional 8 s delay to the appearance of the next object in the block. Correct rejections (not 

selecting distractor objects) and misses (not selecting target objects) to the objects had no 

programmed consequences. We used a trial-based structure of extended runs within an 

environment to give the birds an attentional rest from continuously searching over the long 

duration of a session. Furthermore, short of an object disappearing when it was correctly 

pecked, this was an open-loop system in that the animals’ movements within the operant 

chamber did not affect the appearance of the streaming environment (compared to some of 

the closed-loop approaches referenced above, where the animals’ actions appropriately and 

proportionally changed the environment).

By using this conditional object identification search task, we examined which and how 

many properties of a virtual environment influenced the birds’ behavior across a series of 

object presentations within a trial. We report the results of two experiments. In Experiment 

1, we trained pigeons to identify and conditionally select two objects based on the surface 

material of the streaming terrain. In Experiment 2, we increased the demands of the 

discrimination by adding a dynamic topography to the streaming terrains and requiring the 

birds to conditionally select and identify four different objects based on a conjunctive 

relation among the surface material and topography.

Experiment 1

The objective of the first experiment was to create and refine an operant setting in which we 

could test a streaming virtual environment with pigeons. In the experiment, two pigeons saw 
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two different flat “terrains.” The left panel of Figure 1 shows a screen capture of the “grass” 

terrain and the right panel shows the “snow” terrain. In both terrains, the pigeons received a 

3D perspective view of the flat landscape, with the observer’s perspective continuously 

moving forward through the terrain. By the end of training, two 3D-rendered objects (cubes 

and pyramids) appeared within these two terrains. These objects would be encountered as 

the pigeons’ perspective approached the objects in the terrain. They first appeared as small, 

“distant” objects in one of three positions (left, center, and right of the midline) on the 

“horizon” between the “land” and “sky.” As the perspective approached the objects, they 

grew in apparent size and changed in position on the screen, and they disappeared off the 

screen to the bottom as the perspective passed by them. Each trial consisted of an extended 

block of these objects appearing periodically within the terrain. The pigeons’ task with each 

encounter with an object was to identify whether or not it was the rewarded target object for 

that context and, if so, to select it by pecking it.

The training of this object identification task progressed in several steps and was conducted 

more out of caution than of necessity. The pigeons were first taught to peck the objects as 

they appeared on one terrain. Once object pecking was established, the perspective within 

the terrain began to move, while the object was centrally positioned. This was then expanded 

to add the two other object paths to the left and right, as well as differences in the rate of 

transit over the terrain. At this point, the second object and terrain were included in training. 

Each of these various stages of initial training proceeded quickly.

True object discrimination started with the introduction of either of the two objects 

appearing on either of the two terrains in separate trials. At this time, the objects differed in 

both their shape and color (redundant cue discrimination), and only one object type would 

be seen multiple times within each trial. Once the pigeons were accurately selecting the 

correct object within each terrain between trials, the color differences between the objects 

were removed. This now required the pigeons to discriminate the objects based on their 

shape properties (shape discrimination). Finally, in the third and last phase of the 

experiment, both objects were presented within a trial. Thus, the pigeons had to 

differentially respond to each object within the continuous presentation of a single terrain.

Method

Subjects—Two male pigeons (Columba livia) were tested. One (#1D) was an 8-year-old 

White Carneaux pigeon and the other (#2L) was a 13-year-old Silver King. Both had 

experience with a large-item visual memory task similar to one previously reported (Cook, 

Levison, Gillett, & Blaisdell, 2005). They were maintained at 80% – 85% of their free-

feeding weights and individually caged in a colony room (12-hour L/D cycle) with free 

access to water and grit.

Apparatus—Animals were tested in an illuminated flat-black computer-controlled testing 

chamber equipped with an LCD color monitor (NEC Accusync LCD51VM). The monitor 

was located just behind a 33 × 20 cm viewing window equipped with a touchscreen 

(EZscreen EZ-150-Wave-USB) in the front panel of the chamber. Grain was delivered via a 

centrally placed food hopper beneath this window. A 28-V houselight was centrally located 
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in the chamber ceiling and was always illuminated. All experimental events were controlled 

by Microsoft Visual Basic.

Virtual environment and objects—The continuous environment displayed on the 

monitor during each extended trial was composed of a flat terrain rendered with one of two 

surface materials (see Fig. 1; also see supplemental material). One surface material was 

primarily green with specks of brown and designed to visually resemble grass. The second 

was primarily white with specks of brown and gray and designed to resemble snow. These 

two “grounds” terminated about midway up the screen (~ 13 cm) at a “horizon” with a blue, 

partially cloudy “sky.” One of four cloud patterns was selected for each trial to be visible in 

the sky. The simulated light source illuminating the environment came from above and 

behind the rendering camera. Because shadows would rarely be visible in this configuration 

and to promote smooth and rapid stimulus generation and playback, shadows were omitted.

The camera rendered a perspective projection of this scene. As the camera transited forward, 

the ground terrain scrolled by with appropriate and expanding perspective deformation of 

the ground and any objects passing within the camera’s field of view. This created an optic 

flow that from the viewer’s perspective looked as if they were moving over the terrain (the 

camera was placed at 1.5 virtual distance units high). Because of their relative distance, the 

sky and clouds remained stationary. The translating perspective moved forward at one of two 

speeds. The faster speed permitted a point on the ground to move from the horizon to off of 

the bottom of the screen in about 12 s. The slower speed took approximately 23 s.

Two objects were used for the object identification task. These consisted of a 3D rendered 

cube and pyramid (with a square base the same size as the cube). The objects had a fixed 

orientation throughout their presentation, with a primary surface parallel with the horizon 

facing toward the pigeons (see Fig. 1). All objects were sized to fit within a cube 1 virtual 

unit on an edge, but their apparent size varied depending on their location in the terrain. 

Objects were approximately 0.4 cm in height when they first appeared on the horizon, and 

grew in size as they moved down and off the screen. When placed centrally, the front face of 

the cube object (which was 1 virtual unit on an edge) would grow to 5.7 cm before going off 

the screen. The base colors of the objects were green (RGB: 0, 255, 0) or red (RGB: 255, 0, 

0). The actual color of their surfaces at any one point in a presentation depended on its 

location in the environment, as the illumination and their changing size created differential 

lighting on the objects over their duration on the display.

Objects moved in three paths (left, center, and right) depending on where they initially 

appeared on the horizon. A centrally placed object would appear in the midline of the 

environment and move in a path directly down and off-screen at the bottom of the display, as 

if going underneath the camera. An object placed to the left or right would appear 

approximately 1.3 cm off-center and proceed on a straight path with an approximately 10.5° 

angle from the horizontal before passing to the left or right of the camera. Objects using 

these two paths appeared to go off the screen immediately left or right of the camera’s 

perspective. Objects in the left or right paths were visible for shorter durations and grew to 

smaller sizes relative to objects in the central one. Whereas a central object would grow to 

5.7 cm, an object in the left or right path would only grow to 3.0 cm. Some part of a central 
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object would be visible for approximately 16.3 s at the faster speed, while some part of a 

lateral object would be visible for approximately 14.0 s (partial visibility made these times 

longer than the point of the terrain value provided above). The continuous environments and 

the objects presented within a trial were created in real time using the Torque gaming engine 

(interfaced via Blockland to Visual Basic) rendering at a resolution of 800 × 600 pixels.

Procedure—All trials within a session were initiated by a single peck to a centrally located 

gray 2-cm square on a black screen. This started the virtual environment for that trial. The 

first object of a trial appeared on the horizon 8 s later. Trials consisted of six successive 

object presentations within each terrain. For the purposes of measuring object choice 

behavior, an object was considered selected when the pigeons pecked it five times (i.e., FR 

5). Selecting a correct object (i.e., cubes on the flat grass terrain and pyramids on the flat 

snow terrain) removed the object from the display and permitted 2.9 s access to mixed grain 

from the central hopper located below the display. Hopper activations did not delay the 

timing of other events. Pecks to an object were touchscreen activations within a limited 

region around the object. This region was initially about twice the size of the object but was 

gradually reduced over successive sessions as the birds learned to more precisely peck 

directly at the objects. Selecting an incorrect object (i.e., pyramids on the flat grass terrain 

and cubes on the flat snow terrain) did not remove the object during its presentation. Such 

pecks did cause an additional 8-s delay before the next object was presented within a trial. 

Following each object presentation, there was an interobject period that lasted at least 5 s 

where only the moving terrain was presented. Pecks to the display during these object-free 

periods resulted in an additional 3-s delay before the next object presentation. Thus, 

individual trials could last for some time depending on a bird’s pecking behavior.

Initial training: The pigeons were exposed to this procedure over several incremental steps. 

They were first trained to peck a static red square on a black background for food reward 

and then a static perspective of the 3D red cube on the grass terrain. This quickly advanced 

to the camera moving through the grass terrain, transiting at a slower speed than finally 

tested, with cubes appearing only in the central path. The cube could then appear in any of 

its three possible paths, and the camera progressed at the two speeds tested in the 

experiment. Finally, the pigeons were trained to peck at the green pyramid presented on the 

snow terrain. Over the several sessions it took to implement these different steps, the pigeons 

quickly and unremarkably learned to track the objects at each point.

Redundant cue discrimination: At this juncture, explicit discrimination training on the 

object identification task started. The pigeons experienced trials that contained either red 

cubes or green pyramids appearing on either snow or grass terrains within a trial. Each 

session consisted of 32 trials with 8 trials testing each of the four combinations of objects 

and terrains. The order of trials was randomized within each session. Within each trial, there 

were six repeated presentations of the same object on the same terrain. Thus, there were a 

total of 192 object presentations per session. Each trial maintained the same randomly 

selected configuration of object, surface material, and camera speed for its duration. These 

properties were counterbalanced and equated across trials. Finally, the paths of the objects 
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were randomized within a trial with each path tested twice. Two sessions of this type of 

training were conducted.

Shape discrimination: Next, the pigeons were switched to a discrimination in which only 

the object’s shape was relevant. Thus, both red and (now introduced) green cubes were 

reinforced when selected on the grass terrain and green and (now introduced) red pyramids 

were reinforced on the snow terrain. Otherwise, the organization of the trials and sessions 

remained the same as in the previous phase, with each trial having a randomly selected 

configuration of object, surface material, and camera speed that was counterbalanced across 

a session. Initially, pigeon #1D often failed to peck at the red pyramid at the beginning of 

this phase. To promote pecking behavior, this bird was given several sessions in which 

access to the mixed grain was automatically provided following presentations of the red 

pyramid in its context regardless of whether it was selected or not. This quickly fixed the 

issue and was stopped. Shape discrimination training continued for 25 sessions.

Within-trial object discrimination: Finally, we introduced trials containing mixtures of 

both objects with both colors. Each trial now consisted of 12 successive object presentations. 

Within a trial each of the objects was tested in each of the three object paths (2 objects × 2 

colors × 3 paths = 12 presentations total). Across trials, the terrain features were 

counterbalanced in the same manner as above. Sessions now consisted of 16 trials (192 total 

object presentations per session). Eight sessions of this type of within-trial discrimination 

training were conducted.

Results

Overall, the pigeons exhibited little difficulty in learning the object identification task and its 

relation to the contextual properties of the digital terrain over the three phases of Experiment 

1. Figure 2 shows this performance measured as d’ across the three phases. This was 

calculated from the rate of hits (percent selection of correct objects) and false alarms 
(percent selection of incorrect objects) in each session. The d’ statistic is calculated as d’ = 

Φ−1(hit rate) − Φ−1(false alarm rate) where Φ is the cumulative distribution function (cdf) for 

the standard normal probability distribution (Macmillan & Creelman, 1991). Because the 

objects were repeated within a trial for the first two phases, and thus subsequent responses 

could have been based on recent reinforcement history within the terrain, d’ was calculated 

based on only the first object presentation within a trial for those two phases. To avoid 

redundancy, detailed analyses of within-trial dynamics are described only for the third phase.

During redundant cue discrimination, the pigeons quickly appeared to distinguish the green 

pyramid and red cube on their correct terrains relative to incorrect backgrounds (leftmost 

panel of Fig. 2). Across the two sessions, object selection accuracy increased quickly. This 

discrimination was not solely due to a neophobic reaction on trials containing the newly 

introduced incorrect terrain and object configurations, which might partially account for this 

accuracy. Both pigeons started off pecking at the objects during the first few trials that were 

presented on these new backgrounds, but they quickly stopped within the very first session.

When we started training with only the object’s shape as the discriminative cue, object 

selection accuracy quickly dropped (see middle panel of Fig. 2). This drop for each pigeon 
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indicates that they used the redundant color cue to discriminate in the first phase. 

Nevertheless, within a few sessions both pigeons’ object selection accuracy significantly 

increased as they began to use object shape to determine their choices. Evaluating these data 

in four-session blocks revealed that by the second block (sessions 5–8) accuracy was 

significantly above a chance d’ value of 0 (single mean ts(3) > 4.0, ps < .03; an alpha level 

of p < .05 was used for all analyses).

The introduction of the seemingly more demanding within-trial discrimination, where any 

object could appear within a single trial, had little impact on the birds’ ongoing object 

selection accuracy (see right panel of Fig. 2). There was little or no drop in accuracy with 

this shift, despite the requirement for each of the six objects to be assessed during a trial. 

Over these eight sessions, each pigeon’s object selection accuracy was significantly above 

chance, single mean ts(7) > 5.8, ps < .001.

During this final phase, the average trial duration for the 12 presentations across the birds 

was 244.7 s (bird #1D = 244.1 s, bird #2L = 245.3 s). Despite this extended time, accuracy 

did not change over the time course of a trial. For the first three object presentations, the d’ 

was 3.9 for bird #1D and 3.8 for bird #2L, whereas for the last three object presentations the 

d’ was 4.3 for bird #1D and 3.6 for bird #2L. There was no significant effect of object serial 

position for either bird as determined by an ANOVA that compared each session’s d’ across 

presentation order, Fs(11,77) < 1.4.

We next examined performance in this third phase to determine if there were any effects of 

terrain, object path, or camera speed on the pigeons’ abilities to correctly identify objects or 

terrains. For this, we separately computed d’ for each level of a factor and conducted 

repeated- measures ANOVAs to examine if these properties affected the pigeons’ 

performance. These analyses revealed that both birds were very good and above chance at 

object identification on each terrain, all ts(7) > 4.2. Pigeon #2L exhibited no significant 

difference in d’ accuracy with either surface material (grass mean = 3.2; snow = 4.4; F(1,7) 

< 1), whereas pigeon #1D was significantly more discriminating with the grass surface 

material (grass = 5.5; snow = 3.9; F(1,7) = 14.7, p = .006).

An object’s speed or trajectory also had little impact on performance. Analyses revealed that 

the speed of the approaching object (mean d’ fast = 4.6; slow = 4.8) had no significant 

influence on pigeons’ object selection accuracy, Fs(1,7) < 3.2, ps > .12. The objects’ path 

had a small, but significant, effect, F(2,14) > 3.8, ps < .048. The birds were slightly better 

with the lateral paths (mean d’ left = 5.0; right = 5.0) than with the central one (center = 

3.9). This difference stemmed from their making slightly more false alarms on presentations 

of central objects rather than lateral ones. A repeated measures ANOVA on accuracy on the 

negative trials showed decreased accuracy (i.e., increased false alarms) when the object was 

centrally placed as compared to on the sides Fs(2,14) > 11.0, ps < .001.

Finally, we examined the time course of pecking behavior and object selection within the 

presentation of a single object. Shown in Figure 3 are the probability distributions for all 

pecks across time relative to the onset of the object’s appearance during this phase. 

Regardless of its identity, when a correct target object appeared on the horizon, it generally 
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generated immediate and considerable pecking behavior. The pigeons did not appear to have 

to wait any appreciable length of time for it to get closer. This is reflected in the high 

percentage of hit pecks within the first few seconds in Figure 3. The pecks that were made 

during correct rejections and false alarms were far more diffuse over time for both animals 

and clustered later in time. Of the two, bird #1D showed more loss of stimulus control with 

time for both types of responses as reflected in the greater number of pecks to these types. A 

similar increase in later responding can also be seen in #2L’s false alarm pecks. The loss of 

inhibition reflected in these later occurring pecks are likely the result of the increasing size 

and salience of the objects as they neared the camera and potentially the hopper’s location. 

Finally, #2L shows a peak in its peck distribution for correct rejections that is near the main 

peak for hits or correct object selections. This suggests that #2L may have first localized the 

target and distractor objects, and then stopped pecking the latter after a few “observation 

pecks” that did not meet our FR 5 object selection criterion.

Discussion

Experiment 1 found that both pigeons had little difficulty identifying and tracking the 

correct objects within their assigned digital terrain or context. This was true whether the 

objects were redundantly defined by color and shape or distinguished only by the latter. In 

both cases, the pigeons readily learned to peck at correct objects when they first appeared on 

the horizon and suppress pecking at the incorrect objects as they progressed along and out of 

the display. Overall object selection accuracy was high on both terrains. This was true most 

importantly when the objects were mixed for extended minutes within the same terrain and 

trial. The speed of the moving terrain had no impact on this accuracy, and the object’s path 

only had a small effect. In sum, the pigeons virtually had no challenges in sustaining 

attention and accurately performing their object identification task as visually configured by 

the features of the current virtual environment.

The only minor difficulty may have been that both pigeons showed a loss of stimulus control 

as negative objects continued toward them on the screen. Specifically, as a distractor object 

grew nearer, the likelihood of pecking it increased for both animals. As mentioned, this loss 

of inhibition might have been caused by the increased size and salience of the objects as they 

neared the camera and also neared the location where food was delivered (i.e., the food 

hopper). In differential reinforcement of other behavior (DRO) paradigms, pigeons have 

been known to disengage from the screen, including turning around and engaging in 

grooming behavior (i.e., “other behaviors”). We have similarly observed other pigeons 

moving or looking away from S- displays on the negative trials of go/no-go discriminations. 

Had this been a closed-loop system, we might have observed the pigeons navigating away 

from such negative objects in addition to not selecting them (cf., Wasserman, Franklin, & 

Hearst, 1974). The continuous and sustained need in the current search task to keep looking 

for the target objects may have made this kind of avoidance behavior difficult for the pigeons 

to employ. The peak of late pecking may also reflect a growing expectation of a potentially 

better object appearing in the immediate future.

Of course, the central and pivotal question is whether any of this realistic virtual simulation 

really mattered to the birds. This question will be engaged again more completely in the 
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general discussion. For the moment, an appropriately skeptical view is that it did not. 

Despite the high-end graphics and extravagant object/terrain nomenclature, the critical 

feature of the terrain provided a consistent and large static color cue to which the birds could 

have attended in order to perform the discrimination (i.e., is the lower portion of the screen 

currently mostly green or mostly white). From this perspective, we simply established that 

pigeons can use a shape-based cue of some type to respond to and track a moving stimulus 

contingent on a large surrounding color cue, and nothing more. If the screen’s background 

had simply been solid white or solid green and if during the trials a simple 2D square or 

triangle had moved down the center of the screen, then few would be surprised that the 

pigeons could learn the discrimination.

Is there more here? The ease and rapidity of the learning and the birds’ high accuracy does 

suggest that all the extra and potentially distracting “realistic” features (i.e., dynamic paths, 

changing object size, moving terrain features, different rates of transit) did not appear to 

greatly hurt their performance. Given the consistency of such perspective and motion cues 

with what the birds naturally experience as they move in reality, perhaps the birds’ ready 

accommodation of the features in this virtual setting is unsurprising. Moving over terrains 

constantly looking for correct objects (i.e., food) is what they naturally do. It is not clear 

how similar variability would impact the simpler 2D discrimination outlined above. Of 

course, most of this is just conjecture. Experiment 2 tries to address some of these concerns.

Experiment 2

In Experiment 2, we added a new dynamic cue that we hoped would require more complete 

processing of the virtual environment than might be demanded by the colored surface 

material. For this purpose, we introduced terrain topography as a conditional cue for the 

pigeons’ object identifications. We did this because our previous research had found that 

birds are capable of seeing convex and concave surfaces that have shapes similar to changes 

in the topography of a terrain (Cook, Qadri, Kieres, & Commons-Miller, 2012; Qadri, 

Romero, & Cook, 2014).

To create this cue, we constructed a terrain of endlessly streaming “hills” and “valleys.” We 

rendered the scenes with the camera appropriately moving up and down these virtual hills in 

a dynamic fashion, with the objects located intermittently in the valleys between them. This 

required integrating the varying visual cues to determine whether a terrain was flat or not. 

This we suspected would challenge any 2D processes the pigeons might have used to 

recognize objects by placing them with novel 3D-like perspectives. On the flat topography, 

the objects were always visible when they appeared on the horizon. In the “hills” 

topography, however, objects could be surprisingly close and lower when first encountered 

after the crest of a ridge, or appear to be on the next slope. Seeing these familiar objects 

under such conditions would be most coherent if the pigeons perceived the 3D nature of the 

environment and objects.

With the addition of dynamic topography (flat vs. hills) and the continued use of surface 

material (grass vs. snow), we could now create four continuous terrains or contexts in which 

the pigeons could encounter different objects. Because of this, we also added two new 
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distinctively shaped objects to be identified in addition to the two old ones. Using distinct 

objects that minimized interobject confusions allowed us to infer the attention the pigeons 

paid to the properties of the surrounding context by examining their different object choices. 

Accordingly, for any particular context, the birds’ errors in mistakenly selecting one of the 

three distractor objects should reveal which aspects of the context (terrain, topography, or 

their combination) were most influential at any one moment. Finally, this discrimination was 

now a conjunctive conditional relation between the two different contextual cues, because it 

required that two context features (surface material and topography) be simultaneously 

discriminated to successfully perform this more complex object identification task.

Method

Animals and apparatus—The same animals and apparatus were used as in Experiment 

1.

Virtual environment and objects—A new “hills” topography and two new objects were 

added. The hills topography varied sinusoidally, creating a series of alternating virtual hills 

and valleys (see Fig. 4; also see supplemental material). Thus, as the camera transited 

forward, it appeared to ascend and descend over the terrain. The camera’s perspective turned 

upward at the beginning of a hill until it reached the top, at which point it pivoted and 

pointed down the slope. At the fast speed, this terrain would be traversed (hilltop to hilltop) 

in 10.9 s, and at the slow speed, it would be traversed in 21.8 s. In these terrains, the objects 

always appeared in the valleys between the peaks and closer to the far hill than the one 

underneath the camera (to ensure that objects could be pecked in time). As a result, the 

objects’ visible durations on the displays were shorter than in the flat terrain (lateral 

placements: 5.0 s; central placement: 5.6 s). Objects were appropriately tilted so that their 

base was parallel to the ground and appeared to sit properly within the terrain. Both the flat 

and hills topographies could be created with either the grass or snow surface materials.

The two new objects were a sphere and a complex prism with eight extended star-like 

outward points (see examples in Fig. 4). They were sized similarly to the other two objects 

(1 virtual unit). The sphere was correct and reinforced in the context of “grassy hills” and 

the pointed object was correct and reinforced when it appeared on the “snowy hills.” The 

terrain assignments for the two old objects remained the same. Finally, because we were 

concerned about the similarity of the green object color and the green surface material, we 

replaced this color before this experiment for the objects. So, in addition to the continued 

use of the red base color, we introduced, trained, and tested a blue base color for all of the 

objects (RGB: 0, 0, 255).

Procedure

Initial training: Training with the new objects was conducted in a manner similar to the 

later stages of previous training in Experiment 1. The pigeons first received two sessions 

with the two new objects presented within only their positive “hills” terrains. These objects 

were randomly colored either blue or red. The pigeons quickly learned to select the two 

introduced objects. They then received four sessions of shape discrimination training in the 

“hills” contexts by adding the negative surface material for each object. This phase was also 
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quickly learned. Thus, by the end of this training, the pigeons were correctly selecting the 

new objects on their corresponding positive terrain (“grassy hills” or “snowy hills”) and not 

doing so on the selected portion of the negative terrains (respectively, “snowy hills” or 

“grassy hills”).

Conjunctive cue discrimination: At this point, we reintroduced trials with flat terrains to 

make both topography and surface material relevant cues. In addition, the green objects 

tested in Experiment 1 were switched to be blue. Thus, the pigeons were trained to 

conditionally discriminate the shape of four objects based on the correct conjunction of 

topography and surface material features in order to receive a food reward. Each session 

consisted of 96 total object encounters made from eight trials. Each trial consisted of 12 

randomly intermixed object encounters (3 target and 9 distractor presentations for that 

context). Each object appeared once in each path within a trial. Within a session, all terrains 

were tested twice and all objects were scheduled to appear once in every path and every 

color. Half the trials were conducted at the fast speed and half at the slow speed. This 

training and testing lasted for 24 sessions.

Within-trial terrain discrimination: Finally, the pigeons were trained in a situation where 

the four terrains themselves changed as a trial progressed. Each session now contained 64 

total object encounters presented across four trials. Each trial contained 16 object encounters 

(4 target and 12 distractor presentations) divided among the four contexts. Within a trial, 

shifting terrains started at the horizon and progressed as the camera approached the dividing 

line. Terrain shifts occurred only after every object was seen on that terrain (thus, after each 

block of four different objects). Object presentations were delayed until the terrain had fully 

changed, so only the fastest speed was used. The order of appearance for the four terrains 

was randomly determined for each trial. Object color and path was randomly determined for 

each encounter. Other timing and trial features remained the same as in Experiment 1. This 

mixed terrain testing lasted for 12 sessions.

Results

Both pigeons learned the relations between the four objects and the four terrains. This can be 

seen in the upper and lower panels of Figure 5 showing the session-wise d’ values for each 

pigeon. The rapid upward trend over the first few sessions and subsequent high d’ values 

indicate how quickly and accurately the pigeons came to perform the discrimination. Thus, 

despite reward being dependent on the complex conjunction of object, topography, and 

surface material cues, the pigeons were very good at the task.

The three lines for each pigeon reveal the types of errors they made from their particular 

object choices. For any particular context (e.g., “snowy hills” as a working example), each 

of the three distractor objects represented a different possible type of error, depending on the 

context in which it was the correct object. For example, one distractor object would be 

correct on a terrain that was similar to the current one in neither topography nor surface 

material (i.e., “flat grass”), a second distractor object would be correct on terrain sharing 

topography cues (i.e., “grassy hills”), and the third would share surface material (i.e., “flat 

snow”).
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Using the percentage of hits to correct objects adjusted for each terrain, we calculated the 

frequency of false alarms to each of the three distractor objects. These separate false alarm 
rates were used to compute separate d’ values for each distractor type. The higher d’ curve 

for the redundant condition in Figure 5 reflects the fact that across the terrains, the pigeons 

were best at not selecting the distractor object associated with terrains that differed in both 

features from the currently visible terrain. Thus, at the beginning of conjunctive cue testing, 

both pigeons rejected best the distractor objects whose correct terrain shared no features 

with the currently visible one. This redundant facilitation in both birds suggests they were 

sensitive to differences in both surface material and topography from early in testing. Next, 

both pigeons rejected best those distractor objects associated with a different surface 

material than the currently visible one. Given the explicit training to discriminate among 

surface materials in Experiment 1 and the initial training of the current experiment, this is 

not surprising. Finally, the most frequently selected incorrect object (i.e., lowest d’) was the 

one associated with a different topography, but sharing the same surface material. Thus, the 

newly introduced topography cue took several sessions to be incorporated into the birds’ 

ongoing discrimination.

A regression analysis of each bird’s first eight sessions confirmed an effect of these three 

conditions (Fs(2,20) > 4.2, ps < .031), as well as a linear effect of session (Fs(1,20) > 5.1, ps 

< .036) for each bird (the session values were centered prior to the regression). By the end of 

conjunctive cue training, however, the differences between terrain conditions were absent 

and difficult to see or isolate as both pigeons became very good at selecting only the correct 

object within each of the four terrain contexts.

When we subsequently introduced the phase where the terrains shifted frequently within a 

trial, both pigeons were largely unaffected. This is seen by the continued excellence in 

discrimination by both pigeons in the right panels of Figure 5 showing the results of this 

mixed terrain testing. A regression analysis of the each bird’s 12 sessions found no 

significant effects of session, (Fs(1,32) < 1.3), or condition, (Fs(2,32) < 2.1), for each bird 

(again, the session values were centered prior to the regression). To examine the effect of 

terrain changes within a trial, we computed d’ separately for the presentations that 

immediately followed changes in surface material, versus changes in topography, versus 

changes in both.

For bird #1D, changing both surface material and topography (d’ = 4.6) and changing only 

the topography (d’ = 4.6) yielded similar performance, but changing just the surface material 

resulted in slightly worse performance (d’ = 3.4). For bird #2L, changing both aspects (d’ = 

3.1) yielded better performance than changing only surface material (d’ = 2.9), which was 

still better than changing topography alone (d’ = 2.4). We found little change in performance 

over the course of the multiple object presentations within a terrain. Whereas bird #1D had a 

d’ of 3.4 on the first object of a terrain, he ended with a d’ of 3.0 on the last object, and bird 

#2L started with a d’ of 2.4 and ended with a d’ of 2.6.

We next examined the birds’ performance over successive object presentations within a trial 

to determine whether the extended search time (> 14 min) created any difficulty. Shown in 

Figure 6 are the d’ values across presentation time within a trial, averaged over all sessions. 
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Although the first minute reliably had at least 96 object presentations, the remaining minutes 

contained from 75 to 24 presentations depending on how the birds pecked and the 

composition of terrains within a trial. We truncated the analysis at 14 min, because there 

were so few observations beyond that time. Both pigeons exhibited good discrimination 

across the extended trials. Bird #1D seemed to maintain a steady discrimination throughout 

a trial, whereas bird #2L seemed, if anything, to improve over the course of a trial.

Lastly, we tried to capture whether the pigeons recognized the difference in the terrains upon 

their appearance. For this, we collected those pecks that occurred to the display before 

objects were scheduled to appear. As the birds were trained to inhibit pecking during this 

time, the number of these “anticipatory” pecks was limited (on average four pecks per 

interobject period for #1D, one peck for #2L). We then examined where on the display these 

pecks were located. From visual observation, we knew that pigeons on the flat terrain often 

pecked near the horizon, likely because new objects appeared at that location. Further, 

during the hilly terrains, the pigeons often appeared to peck lower on the displays, again 

perhaps because objects regularly first became visible to the birds on the lower parts of the 

screen, corresponding to the valleys of these terrains.

Displayed in Figure 7 is the mean vertical position of each bird’s pecking behavior to the flat 

and hilly terrains. In order to ensure that these were anticipatory pecks, only pecks that 

occurred more than 1 s after the previous object (or warning signal) had disappeared are 

included. Across their serial encounters in the display, both birds pecked significantly lower 

(#1D, Y = 318.1 pixels; #2L, Y = 286.4 px) on hilly terrains than on flat terrains (#1D, Y = 

401.5 px; #2L, Y = 355.0 px; independent sample ts(30) > 4.3, ps < .001 for each bird). 

Similar examinations of the horizontal position found no differences between these two 

terrains for #2L, t(30) < 1, p = .4, and a significant rightward shift for #1D, t(30) = 5.9, p < .

001, on the hilly terrain.

Discussion

Experiment 2 revealed that pigeons could conjunctively combine multiple context cues to 

control their search behavior for four different objects. Across all four terrains varying in 

surface material and topography, the pigeons were able to accurately identify and quickly 

peck the correct object for each context. They showed considerable flexibility in being able 

to do so whether the terrain varied between trials or smoothly shifted within an extended 

trial. Anticipatory pecks made to the different topographical terrains prior to object 

appearance suggested the pigeons knew where objects were likely to appear for each of the 

contexts. Finally, the pigeons were able to sustain attention in this task for an extended 

duration of time, showing little variation in accuracy even when faced with changing 

environments portrayed for more than 14 min at a time.

The types of false alarms made to the different distractor objects at the beginning of the 

experiment help to illuminate what the pigeons were attending to in these contexts. Based on 

their previous training, it appears the pigeons were often attending to the nature of the 

surface material as a source of information early in the experiment. They most frequently 

pecked at the distractor object that shared its surface material assignment with the current 

one. The topography cue took a session or so to be incorporated, and with its processing 
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came a corresponding rise in accuracy. However, the pigeons incorporated this cue quickly, a 

bit to our surprise. They may have benefited by being better at not selecting the distractor 

objects that failed to share either cue with the current context. This redundant benefit shown 

by both birds suggests that both cues were salient even at their introduction, even with 

surface material being more dominant early on.

Despite the ease by which topography came to control object selection behavior, it is unclear 

how the pigeons processed and recognized this new cue. One possibility is that they 

recognized the contexts using visual or perspective cues, seeing them as flat or hilly terrains 

(Cavoto & Cook, 2006; Cook et al., 2012). If this is the case, then a combination of linear 

perspective, object interposition, occlusion, size changes, and textured gradient cues could 

all have contributed to context recognition. As suggested from visual observation and 

confirmed by differences in the location of anticipatory pecks, the pigeons did appear to be 

able to recognize where objects were likely to appear based on the visual or dynamic 

appearance of the context. Static visual cues have been demonstrated to support scene-based 

spatial cuing in the pigeon (Wasserman, Teng, & Brooks, 2014), so perhaps this anticipatory 

behavior reflects simple visual feature recognition.

A second and more speculative possibility is that the pigeons encoded the different terrains 

as the experience of the camera motion through the context (Cook, Shaw, & Blaisdell, 2001; 

Frost & Sun, 1997). Powerful sensations of self-motion can be induced in humans by camera 

movement in theatrical presentations and in virtual realities (i.e., vection). For flat terrains, 

this experience would be a straight advancing motion sensation over a plane, as opposed to 

the up and down motion sensation within the hills context. As the primary means to tell 

which terrain was being presented, our own experience was that visual cue was more 

important than any encoding of camera motion or self-action. That being said, it is intriguing 

to think about whether animals could encode and distinguish experiences by the context of 

their ongoing actions (e.g., walking vs. flying vs. diving/swimming). Experiments which put 

self-motion cues and perspective visual cues in conflict would be interesting to evaluate this 

notion—and are primarily made possible using virtual reality.

Finally, the pigeons had little difficulty with sustaining attention over the course of these 

long trials. There was no decline in accuracy during a trial. Although sustained attention has 

received considerable discussion in the human literature, its investigation in animals has not 

been as great. That the pigeons had little trouble is again unsurprising given that the current 

task is little different from what they naturally do for extended periods of time—forage. 

Instead of simple attentional strain from extended duration trials, however, a more 

interesting avenue for future research would be to see what demands on sustained attentional 

capacity could be induced by varying stress (Dukas & Clark, 1995) or information load 

(Riley & Leith, 1976).

General Discussion

These two experiments demonstrate that pigeons can readily process object information in a 

continuously changing and streaming virtual environment. The pigeons conditionally 

selected different objects as they successively encountered them across four terrains 
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composed from different surface materials and topography. During Experiment 2, the birds 

seemed to be engaged in different scanning behaviors in anticipation of objects’ appearance 

depending on topographical context cues. Finally, by the end of the experiments, the pigeons 

were attending to these environments and searching for objects for extended time periods (> 

14 min). These outcomes are consistent with the possibility that the pigeons were processing 

this streaming visual information much like an object-filled natural environment. With that 

said, because we are testing nonhuman animals, we must never lose sight of the illusion 

created from the easy use of natural language to describe these virtual methods. Evidence 

and caution are required before making strong claims as to the real experience of the animal 

in such settings (Morgan, 1896).

To perform accurately in the last phase of the experiment, the pigeons certainly needed to 

make at least three discriminations simultaneously. The first was to discriminate among the 

shapes of four different foreground objects. The second required discriminating the 

background surface material. The third required discriminating the nature of the topography. 

It was only the correct conjunction of all three values (the correct object in the correct 

topography and correct surface material) that could lead to consistent food reward and avoid 

delaying opportunities for future rewards by pecking at incorrect objects.

As a visual search task, these discriminations within the digital environment were easy to 

learn and perform by both pigeons. In fact, the nature of the visual configuration itself may 

have made it so easy and apparently “natural.” Of course, this is the pivotal question. Did the 

pigeons truly experience the shifting, complex, continuous, virtual stimulus environments as 

anything like the real world and was that illusion responsible for the excellent 

discrimination?

A skeptic of such a dynamic 3D interpretation hypothesis would notice that all three 

conditional discriminations of objects, terrain, and topography can be reduced to simpler 2D 

features. The surface material cue can be easily reduced to color discrimination. Likewise, 

the dynamic topography cue, although not perfectly reducible to a simple static cue, may be 

identified by simple 2D patterns or movement cues that might not demand a 3D 

interpretation. The objects were designed to be easily discriminated from each other and so 

plenty of 2D features also reside in them. Thus, there is not one conclusive piece of evidence 

that would dissuade such a skeptic. Similar kinds of concerns have been raised with regard 

to simpler picture perception of static images and their possible correspondence to the real 

world (Bovet & Vauclair, 2000; Weisman & Spetch, 2010).

That caution acknowledged, the really intriguing possibility is that the pigeons were 

experiencing the display as designed and intended—a changing 3D virtual environment in 

which objects were successively encountered (i.e., a virtual walk in the park). The visual 

organization of this environment strongly induced that impression in humans.

Many of the elements needed to support such an impression have been shown to operate in 

and to be perceived by pigeons. Strong optic flow perception would be needed to induce the 

apparent forward movement created by the expanding field created from the terrain and the 

expanding size of the approaching objects. Given the visual demands of flight, it is not 
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surprising that pigeons have this capacity (Frost & Sun, 1997; Wylie & Frost, 1990). They 

can also discriminate the relative coherence of separated texture-like elements (Nguyen et 

al., 2004).

We have found that pigeons also have the capacity to recognize concave and convex patterns 

as portrayed in receding 3D shaded planes, even when in motion (Cook et al., 2012). 

Additionally, there is good evidence that pigeons can use the many monocular cues present 

in such rich environments to perceive depth and perspective (Cavoto & Cook, 2006; Reid & 

Spetch, 1998). Finally, the pigeons also seem quite capable of tracking a variety of moving 

objects (McVean & Davieson, 1989; Wilkinson & Kirkpatrick, 2009). Each of these 

previous outcomes is consistent with the possibility that the pigeons in this experiment could 

have experienced the shape and perspective of these terrains as intended.

After all, avian visual mechanisms did not develop in the ecological vacuum of the operant 

chamber. Rather, they evolved in a visually rich environment enabling the extraction of 

exactly the kind of complex and dynamic information portrayed here (Cook et al., 2015). 

One hypothesized source for the number of apparent divergences between avian and 

mammalian testing is the impoverished and abstract visual nature of the experimental 

operant setting (Qadri & Cook, 2015). From this perspective, experiments with more full-

featured or realistic displays, similar to the current situation, best capture the true visual 

abilities of birds.

One line of evidence that might persuade a skeptic that our pigeons truly saw a virtual world 

would be transfer of the discrimination to the real world. This approach pivots around the 

same issues and limitations of whether animals share a correspondence between their 

experience of 2D pictures and 3D objects (Weisman & Spetch, 2010).

For humans, correspondence has been shown in many designs, such as exhibiting 

similarities in acquisition and mechanisms (e.g., Sturz, Bodily, & Katz, 2006; Sturz, Bodily, 

Katz, & Kelly, 2009). Previous investigations on correspondence with pigeons expose the 

animals to a stimulus (e.g., a conspecific, 3D object, or location) and examine subsequent 

responses to pictorial representations of that stimulus (e.g., a picture or video) or vice versa 

(Dawkins, Guilford, Braithwaite, & Krebs, 1996; Shimizu, 1998; Spetch & Friedman, 2006). 

For the present experiment, such a correspondence might be found in several ways.

One way would be to see real physical compensations by the animals to actions in the virtual 

world, such as reacting appropriately to different types of camera motions or taking a 

defensive reaction to a looming object. We saw none of those in the different times we 

watched these pigeons perform this task, but such instances are surely rare and likely best 

observed only on the first few encounters. Another approach would be to look for explicit or 

implicit transfer of experiences in either type of world to the other one. Ideally, any such 

virtual to reality transfer would be more than just responding appropriately to otherwise 

“identical” visual stimulation. If the pigeon cannot differentiate between the virtual and real 

situations, then what really is being tested or transferred? The best evidence would stem 

from experiences in one world being the indirect origins of actions taken in the other—for 

example, being able to navigate in reality to a novel location or along a novel path based 
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exclusively on relations learned virtually (cf. Cole & Honig, 1994; Tolman, 1948; Tolman, 

Ritchie, & Kalish, 1946).

Unlike the majority of previous attempts to examine virtual realities with animals that have 

focused on navigation as the main measure of simulation, we focused in these experiments 

on determining whether the pigeons were capable of using features of the surrounding 

context to modulate their behavior. In Pavlovian conditioning settings, the analysis of 

associative control by context has been extensively researched. One of the persistent 

problems within this study has been the challenge of controlling and manipulating such 

contexts. Tests of rendered virtual environments would help considerably on the latter front.

One view is that a conditioning context is a form of stimulus that as a compound gains and 

loses strength as an independent unit from the conditioned stimulus (Rescorla & Wagner, 

1972). Although the objects certainly acted as direct signals for reinforcement, it is not so 

clear that the nature of the different virtual environments tested here operated in this fashion. 

It makes more sense to us to consider these contexts as serving a modulatory role, effectively 

telling the animal what is now the appropriate object for which to search. In this sense, the 

virtual contexts seem to us to be acting more like occasion setters that activate the correct 

object representation to search for in each terrain (cf. Holland, 1992).

There are many avenues to pursue using this new approach. One of the more important 

directions to add is a direct coordination between the pigeons’ actions and the virtual 

environment. As mentioned, the current approach is an example of an open-loop system in 

which the animal’s behavior had very minimal impact on the displays. In the present case, 

they could only make the objects disappear when pecked or prolong the delay until the next 

object appeared. Closed-loop systems tie the perspective’s motion to the animal’s 

movement. The latter has much appeal, but is less practical for many investigations given the 

difficulties of creating appropriate responses and sensors for each species. Given the smaller 

size of pigeons, however, this is much more practical than for primates, at least for walking 

(virtual flight is an altogether different complication). Without being completely immersive 

or reactive, we doubt the pigeons ever became confused and thought they were in the 

“natural” world. The operant chamber was always right there, with only a virtual portal into 

another perspective. With that said, however, we think the intended realism of the current 

displays likely strongly activated the same visual mechanisms that birds use to perceive the 

event structure of the natural world. Finally, there is no need to limit digital environments to 

a post-apocalyptic world of lifeless objects—digital animals such as conspecifics, prey, or 

predators could be animated and behave within a digital environment to great interest and 

advantage (Asen & Cook, 2012; Qadri, Asen, et al., 2014; Qadri, Sayde, et al., 2014; 

Watanabe & Troje, 2006).

Supplementary Material

Refer to Web version on PubMed Central for supplementary material.
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Fig. 1. 
Screen captures of each digital terrain and its correct object as tested in Experiment 1. The 

left example shows the “grass” surface material and the right shows the “snow” surface 

material. Each object also appeared in the other terrain (not shown), and its selection was not 

rewarded in that context. All terrains and the objects within them moved continuously from 

the top to the bottom of the display.
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Fig. 2. 
Object identification accuracy using d’ over the three phases of Experiment 1. The top and 

bottom rows show performance for pigeons #1D and #2L, respectively. The horizontal axis 

(d’ = 0) coincides with chance-level performance.
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Fig. 3. 
Probability distributions for pecks after object appearance during the within-trial object 

phase of testing in Experiment 1. Note that the vertical scale represents probability density 

with respect to all conditions, so the relative areas of the distributions reflect the relative 

frequency of hits, misses, false alarms, and correct rejections as well as the time that the 

peck was emitted. All pecks were included, not just pecks registered as being on the object 

in the display. The distributions were smoothed in R using a Gaussian smoothing kernel with 

a bandwidth of 1000 ms to generate data for 4096 points between 0 and 40 s.
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Fig. 4. 
Screen captures of the two new digital terrains in which topography varied and their correct 

objects as tested in Experiment 2. The topography of the terrain was sinusoidal and two 

ridges (“hilltops”) can be seen in these examples. As the camera progressed through these 

virtual environments, its perspective changed (i.e., pointing upwards or downwards) 

depending on its location, to ensure the visibility of the objects in upcoming portions of the 

streaming displays.
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Fig. 5. 
Object identification accuracy using d’ over the two phases of Experiment 2. The d’ values 

for the three different conditions reflect different rates of incorrect object selections (false 
alarms). These are separated according to the features shared between the incorrect object’s 

assigned terrain and the current terrain.
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Fig. 6. 
Object identification accuracy using d’ over the time course of a trial during the within-trial 

terrain discrimination phase of Experiment 2.
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Fig. 7. 
Mean vertical peck position in pixels of anticipatory pecking over successive presentations 

during the within-trial terrain discrimination phase of Experiment 2. Only pecks that 

occurred after 1 s after the previous object disappeared are included.
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