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Abstract

Blood oxygenation level-dependent (BOLD) signal time courses in functional magnetic resonance 

imaging are estimated within the framework of general linear modeling by convolving an input 

function, that represents neural activity, with a canonical hemodynamic response function (HRF). 

Here we investigate the performance of different neural input functions and latency-optimized 

HRFs for modeling BOLD signals in response to vibrotactile somatosensory stimuli of variable 

durations (0.5, 1, 4, 7 s) in 14 young, healthy adults who were required to make button press 

responses at each stimulus cessation. Informed by electrophysiology and the behavioral task, three 

nested models with an increasing number of parameters were considered: a boxcar; boxcar and 

offset transient; and onset transient, boxcar and offset transient (TBT). The TBT model provided 

the best fit of the group-averaged BOLD time courses based on χ2 and F statistics. Only the TBT 

model was capable of fitting the bimodal shape of the BOLD response to the 7-s stimulus and the 

relative peak amplitudes for all stimulus lengths in key somatosensory and motor areas. This 

suggests that the TBT model provides a more comprehensive description of brain sensorimotor 

responses in this experiment than provided by the simple boxcar model. Work comparing the 

activation maps obtained with the TBT model with magnetoencephalography data is under way.

Keywords

General linear model; Transient response; Hemodynamic response function; Latency; 
Somatosensory system; Motor system

*Corresponding author: Forschungsbereich Systemische Neurowissenschaften, Technische Universität Dresden, Würzburger Straße 35, 
01187 Dresden, Germany. Tel.: +49 351 46342212. michael.marxen@tu-dresden.de (M. Marxen). 

Magn Reson Imaging. Author manuscript; available in PMC 2016 June 09.
Published in final edited form as:

Magn Reson Imaging. 2012 July ; 30(6): 837–847. doi:10.1016/j.mri.2012.02.007.

C
IH

R
 A

uthor M
anuscript

C
IH

R
 A

uthor M
anuscript

C
IH

R
 A

uthor M
anuscript



1. Introduction

The general linear model (GLM) is commonly used to describe the time course of the blood 

oxygenation level-dependent (BOLD) signal [1,2] in functional magnetic resonance imaging 

(fMRI). Within the GLM, an input function representing neural activity is convolved with a 

hemodynamic response function (HRF) [3], an impulse response function typically taken to 

be spatially invariant throughout the brain. Such modeling treats the BOLD response as the 

output of a linear time-invariant (LTI) system. A rectangular function, termed a boxcar, is 

often chosen as the input function with a width equal to the duration of the sensory stimulus 

or the behavioral task. The boxcar input function implies that the integrated BOLD signal 

increases linearly with the duration of the stimulus. This has been found for stimulus 

durations longer than approximately 3 s in the visual system [4–7] and may hold in the 

motor and auditory systems for even longer stimulus durations [5]. However, significant 

deviations from LTI properties have been reported for BOLD responses of the visual [5,6,8–

16], motor [5,9,10,17], auditory [5,17,18] and somatosensory systems [19,20] for stimulus 

durations less than approximately 3 s. Moreover, such deviations have also been found for 

cognitive tasks [21]. Recognizing that the assumption of constant neural activity for a 

sustained stimulus is an oversimplification, a number of authors have suggested that neural 

transients or neural adaptation could explain, at least partially, such deviations from LTI 

properties [5,7,8,10,12,19–22]. These reports primarily focus on transient stimulus onset 

responses. Offset transients for sensory stimuli, however, have not been studied extensively 

with fMRI [12] despite the observation of sensory evoked offset responses in 

electroencephalography, e.g., in the auditory system [23], and event-related 

desynchronizations in magnetoencephalography (MEG) [24–26].

The objective of this study is to investigate how well the GLM can model the time courses of 

the BOLD signal specifically in the presence of both transient and sustained response 

components. Previously, Nangini et al. investigated the primary somatosensory responses to 

passively experienced vibrotactile stimulation with fMRI and MEG [19,20] and suggested to 

consider transient neural components. In these experiments, the fMRI signal showed 

substantial intersubject variability that was thought to occur at least partly due to 

fluctuations in attention. Because attention is known to modulate the BOLD response 

[27,28], we extended this work and developed an experiment to control for attention effects 

by instructing subjects to attend to the offset of the somatosensory stimulus and respond 

with a button press. We expected that, in such an experiment, transient onset and offset 

responses would encode the sensation of the environmental change, along with a sustained 

response associated with monitoring the sensation of the ongoing vibrotactile stimulus, and 

that these responses would be reflected in the fMRI signal. Accordingly, the fMRI time 

courses were fit using three nested models of the neural input: a boxcar (B), a boxcar and 

offset transient (BT), and a boxcar with onset and offset transients (TBT). We tested the 

hypothesis that the TBT model fits the observed BOLD time courses better than the B or BT 

models throughout the sensorimotor system. A boxcar with onset transient (TB) model was 

considered but initial investigations indicated that the offset transient was stronger than the 

onset transient. Therefore, the TB model was not investigated in detail.
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In addition to refined modeling of the time courses of activation, the activation maps 

generated using the TBT model may provide a more comprehensive view of brain activity. 

The validity of the model can be further strengthened through correlation of transient and 

sustained components of the BOLD signal with corresponding electrophysiological 

measures of neural activity. For this purpose, MEG data have been recorded in the same 

participants with the same experimental paradigm. The comparison between the fMRI and 

MEG data will be presented elsewhere.

2. Materials and methods

2.1. Study design

Fifteen young adults (ages 20–38 years, eight female) participated in this study. The study 

was approved by the Research Ethics Board at Baycrest, and informed consent was obtained 

from each subject in written form. Four runs of fMRI time series data were collected in the 

presence of vibrotactile stimuli generated by a pneumatically driven membrane [29] 

vibrating at 22 Hz. In two runs, 45 trains of vibrotactile stimuli of 1-s, 4-s and 7-s duration 

were applied, with an interstimulus interval (ISI) of 10 s, to the palmar surface of the distal 

phalanx of the right index finger. In two additional runs, 20 stimuli with durations of 0.5 s 

and 1 s were presented, with 29.5- and 29-s ISI durations, respectively. The stimulus 

duration and ISI values were chosen to accommodate specific biophysical requirements for 

both fMRI and MEG data collections. It was assumed that, at a stimulus duration of 7 s, 

onset and offset transients of the BOLD response would be separated clearly based on initial 

simulations of BOLD response characteristics using a canonical HRF (see below). The 

shorter ISI was chosen to allow sufficient trials for robust signal averaging of the MEG data, 

whereas the longer ISI provided detailed sampling of the return of the BOLD response to 

baseline. Stimuli were presented in pseudorandom order for each run, and subjects were 

instructed to respond to the stimulus offset by pressing a button with their opposite (left) 

hand to maintain attention during each stimulus. Participants fixated their eyes on a white 

cross with a black background during the runs.

2.2. MR scanning

Scanning was performed on a 3-T MRI system (Trio; Siemens, Erlangen, Germany; VB15 

software) using a 12-channel phased array head coil. A T1-weighted anatomical scan was 

acquired using the magnetization prepared 180° radiofrequency pulses and rapid gradient-

echo [30] sequence with repetition time (TR)/echo time (TE)/flip/field of view (FOV)/

matrix/bandwidth of 2 s/2.63 s/9°/25.6 cm/256×192/ 180 Hz/pixel in 6/8 partial Fourier 

mode. To improve the fitting performance of the GLM regression, temporal sampling of the 

BOLD time course was increased at the cost of a reduced FOV. A slab comprised of 16 

contiguous, oblique coronal, 3-mm-thick slices was acquired using T2*-weighted echo 

planar imaging (EPI), with TR/TE/Flip/FOV/matrix/bandwidth parameter settings of 1 s/30 

ms/50°/20 cm/ 64×64/2520 Hz/pixel. The slab location was chosen to cover major 

components of the central somatosensory and motor systems, including primary and 

secondary somatosensory cortices, primary motor areas and the thalamus. To aid in spatial 

registration of anatomical and fMRI data, a full brain oblique coronal EPI image with 33 6-
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mm-thick slices was also acquired, with TR/TE/Flip/FOV/matrix/bandwidth set to 2 s/30 

ms/70°/20 cm/64×64/2520 Hz/pixel.

2.3. Data preprocessing

Prior to model fitting, the fMRI data were corrected for effects of heartbeat, respiration, slice 

timing and head motion using established preprocessing algorithms in analysis of functional 

neuroimages (AFNI) [31]. Each run was normalized to the mean pixel value over time and 

smoothed spatially using a Gaussian filter with 6 mm full width at half-maximum. The 

anatomical images were registered to the EPI images semiautomatically with a six-

parameter rigid-body transformation. All runs for each participant with less than 1.5-mm 

translational motion, as determined by the AFNI volreg function, were further analyzed 

using MATLAB (Mathworks Inc., Natick, MA, USA). One participant with larger head 

movements had to be excluded from further analysis. In particular, fitting of the data to the 

GLM framework was achieved using the MATLAB function glmfit. To account for the effect 

of baseline signal modulation in the BOLD time courses, the trend in the time course of each 

run was eliminated by incorporating seven Lagrange polynomials, of orders 0 to 6, each 

spanning the duration of the run, in the GLM design matrix.

2.4. Data analysis

The observed time courses of the BOLD signal were fitted using the general linear model 

with three different neural input functions. The mathematical framework is summarized 

briefly below. A model indexed by l ∈{‘B’, ‘BT’, ‘TBT’} was fit for each participant p to 

the time course vector  of the BOLD signal at brain voxel v as follows:

(1)

where  is the design matrix containing the design function 

vectors for the given model and  are the model parameters. 

The vector  gives the error of the fit, which is assumed to arise from an independent, 

Gaussian random process.

The design matrix X(l) for an experimental run is given by the column-wise convolution:

(2)

where h is the chosen hemodynamic impulse response function (HRF) vector (independent 

of model, experimental design, participant and brain voxel). The set of matrices { :

1≤k≤K} gives the model-dependent, stimulus-related idealized components describing 
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successive trials in an experimental run, where K is the number of trials in a run. In 

particular, for the kth trial,

(3)

where Lk is the duration of the kth stimulus, ISI is the interstimulus interval and  is a 

row-vector-valued model- and trial-dependent stimulus-related idealized function (SRIF) 

representing the neural input:

(4)

For this study, three models were considered. For the first model (l=‘B’), a single boxcar 

function was used:

(5)

where u(n) is the unit step function. The second model (l=‘BT’) consisted of a boxcar 

function coupled with a Kronecker delta function δ(n) at the offset of the stimulus:

(6)

The third model (l=‘TBT’) consisted of a boxcar function and two delta functions, one at the 

stimulus onset and the other at the stimulus offset:

(7)

The fact that the B and BT functions are subsets of the TBT functions (i.e., the models are 

“nested”) facilitates the use of certain statistical tests described below. The offset transient 

was added first because initial pilot data indicated that offset transients were stronger than 

onset transients for the fMRI experiment under study. Before fitting, all runs of the same 

participant were concatenated in time.

During initial investigation, it became apparent that a single HRF h with constant latency 

(defined as the time required for the HRF to achieve its maximum value) was unable to 

model the variable location of sharp transient peaks in the BOLD time courses accurately. 

Therefore, we optimized the latency for each participant p and voxel v. The shape of h was 
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defined by the “Cox special function” hCox[n] (as implemented in AFNI) with the following 

parameter settings: a peak amplitude of one, a rise time rt=3.5 s, a fall time ft=5 s, an 

undershoot us=0.2 and a restore time ret=15 s:

(8)

where z(x) = 0.50212657·(tanh(tan(0.5π·(1.6x−0.8))) + 0.99576486).

Latencies of the HRF peak in the range from 3.5 s to 8.5 s in 0.25-s steps were implemented 

by time-shifting the above function by a delay S (i.e., hS [n]=hCox [n−S]), resulting in 21 

design matrices with different latencies. In this process, the SRIF and HRF were up-sampled 

by a factor of 4, yielding functions sampled at an effective interval of 0.25 s. Delta functions 

in the SRIFs were replaced by impulses 0.25 s wide and four times the height (to preserve 

their area). After executing the convolution, the resulting design matrices were down-

sampled to the original TR value of 1 s. The optimal delay  was determined for each 

voxel in each participant using the TBT model and a gradient search procedure starting at an 

HRF latency of 6.0 s minimizing the mean square error between the estimated time course 

of the fitted model and the BOLD time course. The optimal latencies found with the TBT 

model were included when fitting the other two models to prevent physiologically 

unreasonable latency values from improving the fit of the other two models. Without this 

procedure, for example, unreasonably long latencies were observed for the B model as it 

attempted to compensate for the offset transient.

To visualize and compute statistics comparing observed BOLD time courses and time 

courses estimated by the fitted models, measured and estimated time courses were averaged 

over both participants and trials for each stimulus duration d∈{1,4,7,0.5 (runs 3 and 4),1 

(runs 3 and 4)}, yielding the grand average time courses:

(9)

where  and 

 are the BOLD signal 

response and the estimated time course of the kth stimulus at voxel v, Dk gives the temporal 

onset of the kth stimulus and P is the total number of participants.  was extracted from 

, where  are the estimated model parameters. The FShiftS{·} operator 

was employed to temporally align time courses of participants with differing latencies to an 
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effective hemodynamic latency of 6.0 s via linear interpolation. Standard errors of the 

average time courses  were also computed.

Averaging across participants was preceded by transforming T1 images and functional data 

to Talairach coordinates using the AFNI @auto_tlrc function with the TT_avg152T1 

template. Finally, prior to computation of statistics, grand averages for each stimulus 

duration were concatenated, yielding 

 and 

.

To quantify the goodness of fit of model estimates to grand average observed data, reduced 

χ2 values were calculated for each model l and voxel v:

(10)

where  is the degrees of freedom associated with fitting model l obtained by 

subtracting the number of model parameters from the number of samples in the observed 

grand average time course. This number is dependent on voxel v because only samples 

where all subjects could contribute to the statistic without extrapolation of the latency 

corrected individual time courses were included. In addition, a set of extra sum-of-squares 

(ESS) F tests [32] for nested models was computed to find statistically significant 

improvements of models BT versus T, TBT versus BT, and TBT versus B:

(11)

(12)

(13)
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where  is the sum-of-squares of the residual of the grand average observed time 

course ỹv with respect to the grand average estimated time course . Histogram 

distributions of  and (Fl,l′)v were computed for voxels considered active in any of the 

three components of the TBT model (see below).

To visualize the location of statistically significant coefficients obtained from model fitting, 

statistical parametric maps (SPMs) for the group of participants were computed. For each 

voxel and stimulus-related parameter from each model, the significance of the average 

estimated model parameter over all participants (n=14) was tested (against the null 

hypothesis of zero) using a t test with 13 degrees of freedom. To account for the varying 

number of stimulus-related parameters in each model, different significance thresholds were 

chosen according to Bonferroni correction: α=0.0133 for the TBT model, α=0.025 for the 

BT model and α=0.05 for the B model. In addition, only clusters of 50 voxels or more were 

retained to correct for multiple comparisons due to the number of voxels analyzed. SPMs 

were combined for visualization into a single color-coded map indicating the parameters of 

each of the three models that were found to be significantly active. This approach focused 

intentionally on the statistical significance of the estimated model parameter values, rather 

than their magnitude or sign.

A group analysis of this data is limited in terms of the precise local origin of signals. 

Therefore, a region-of-interest (ROI) analysis was also performed to study the origin of the 

TBT model components in individual subjects. The S1 and M1 areas contralateral to the 

stimuli were manually defined by painting the post- and precentral gyri, respectively, in axial 

slices from superior Talairach coordinates 45 mm to 65 mm in each subject. A false 

discovery rate of 0.05 was used to determine significant activation within S1 and M1, which 

was then analyzed based on histograms of component coefficients for both regions. For each 

brain region and for each subject, a particular GLM component was classified as positive 

(negative) if the directionality of the effect was observed in more than 90% of activating 

voxels.

3. Results

Figs. 1 and 2 show examples of fitted curves overlaid on group- and trial-averaged fMRI 

time courses from selected voxels in brain regions of interest: primary and secondary 

somatosensory cortices (S1 and S2, respectively), primary motor cortices (M1), 

supplementary motor areas (SMA) and the thalamus (Thal). Fig. 1 displays the fitted curves 

and experimental data for each stimulus length and trial type, whereas Fig. 2 provides an 

enlargement for the longest stimulus duration (7 s) only. For this stimulus length exceeding 

the width of the HRF, the experimental data show bimodal BOLD responses for many of the 

brain regions of interest, suggesting that the underlying neural activity indeed contains 

transient components. These two figures illustrate visually that only the TBT model is able 

to match both the amplitudes at different stimulus lengths (Fig. 1) as well as the bimodal 

nature of the 7-s stimulus (Fig. 2). The  values, Talairach coordinates and group-averaged 

HRF latencies for these voxels are given in Table 1. The  values for the TBT model are 
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close to 1 or an ideal  distribution. Except for contralateral primary motor cortex (M1c), 

 values for the TBT model indicate better fitting of the data than what was obtained using 

the other two models.

Fig. 3 shows the distributions of the computed  values for each model for all voxels within 

the significantly activated areas identified by the TBT model (10 482 voxels, see below). 

The mean, median and standard deviation of these distributions are 4.05, 3.62 and 1.85 for 

the B model; 1.71, 1.62 and 0.56 for the BT model; and 1.12, 1.07 and 0.31 for the TBT 

model, respectively. The theoretical  distribution for 90 degrees of freedom is also shown 

for comparison. The TBT model is closest to the theoretical  distribution and outperforms 

the BT and B models.

The improved fitting provided by the TBT model was also analyzed based on ESS F tests. 

Fig. 4 illustrates the cumulative distributions of F values for comparing model TBT versus 

BT, TBT versus B, and BT versus B. These F distributions are based on the same data as the 

 distributions. Because each curve rises steeply as a function of F value, a logarithmic 

scale is provided for the horizontal axis. In addition, two vertical lines indicate the range of 

F that correspond to α=0.05: F(0.95, 1, 84) represents the lower bound for a statistically 

significant reduction in residual variance for models that differ in one estimation parameter 

(e.g., BT vs. B) with 84 degrees of freedom, and F(0.95, 2, 104) is the analogous parameter 

considering models that differ by two experimental parameters (TBT vs. B) with 104 

degrees of freedom. The values of 84 and 104 are the minimum and maximum number of 

degrees of freedom occurring among the analyzed voxels. F distributions shifted more to the 

right on this plot indicate greater statistical significance. The positions of the curves with 

respect to the thresholds indicate a highly significant reduction in residual variance obtained 

for the majority of voxels by moving from the standard B model to models containing 

additional transient components. Moving from the B to the TBT model or from the B to the 

BT model provides similarly large variance reductions, with the former providing slightly 

more benefit. The improvements for the TBT over the BT model were noticeable, however 

less pronounced. Specifically, less than 7% of voxels exhibit a reduction in variance that is 

not statistically significant at a level of P=.05. Fig. 4 also indicates that even if there was 

some uncertainty about the precise location of the statistical thresholds (e.g., due to potential 

noise correlations in the data that could perturb the estimated degrees of freedom), 

significant fit improvements by including transient components would likely still be 

observed in the majority of active voxels.

In Fig. 5A, the locations of the selected voxels of Figs. 1–2 are shown as 3×3×3 voxel 

neighborhoods projected onto representative axial, sagittal and coronal sections in Talairach 

space. Fig. 5B contains the spatial activation pattern for each model in each row for the same 

sections. The activation patterns for the BT and TBT model have been compressed into 

single maps by color-coding as described in the Methods section. The activated area was 

smaller for the B model than for the BT and TBT models despite conservative multiple 

comparison correction. The numbers of activated voxels were 7737, 11 921 and 10 482 for 

B, BT and TBT, respectively. The number of activated voxels was higher for the BT model 

than for the TBT model, which is not surprising given that many voxels are not significantly 
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activated in the onset T component and the conservative multiple comparison correction. It 

is also evident that the interpretation of the nature of the activation changes depends on 

which model is being considered. For example, most voxels that are active in the B model 

are found to be active only in the transient components of the BT and TBT models. Very few 

areas, for example, a small cluster in the M1/S1 area contralateral to the stimulus, contained 

significant boxcar activation without significant transient components as assessed by the 

TBT model. This was the only region that was negatively activated during stimulation (i.e., 

reduced BOLD response during stimulation relative to baseline). All other regions activated 

positively with respect to baseline within the TBT model (Fig. 2). The TBT model showed 

that these other regions were activated either by the offset transient or, in areas such as 

bilateral S2 and thalamus, by both onset and offset transients.

Allowing the latency of the HRF maximum to shift was an important requirement for 

capturing the transient activation peaks accurately. Fig. 5C maps HRF latency values 

indicating that primary somatosensory and motor areas have an intermediate latency of 

approximately 5.5 s, whereas S2, SMA and brain stem regions have a shorter latency of 4–

4.5 s. Long latencies (6–7 s) were observed in particular in the posterior cingulate region.

The results of the ROI analysis are summarized in Fig. 6. Histograms of statistically 

significant TBT model component coefficients are displayed for the group data (using the 

union of all individual subject masks for S1 and M1) in the top row; the middle and bottom 

rows contain similar histograms specific for the S1 and M1 regions using the pooled data 

(counts of significant voxels from each subject). The top row is consistent with the activation 

map in Fig. 5 and with the mean (or the asymmetry) in the individual subjects. As could be 

expected, the distributions of the individual subject data are much wider. They are not 

restricted to just positive or just negative values and become bimodal because coefficients of 

smaller magnitude are less likely to reach significance. Furthermore, the width of these 

distributions is largely due to intersubject variability. Intrasubject variability is much less as 

indicated by the fact that GLM components could be classified as positive (negative) in 4 

(2), 1 (7) and 5 (2) subjects in S1 regarding the onset, boxcar and offset components, 

respectively. In M1, the respective numbers were 2 (3), 1 (8) and 6 (4). The classification of 

components from the same subject was highly consistent between S1 and M1. By category, 

2 (2), 1 (7) and 4 (2) subjects classified in M1 could be classified in the same category in S1.

4. Discussion

The results of this study suggest that the GLM framework incorporating the TBT model 

accounts well for the observed group-averaged BOLD fMRI time courses for varying 

somatosensory stimulus durations in this experiment. Overall, compared to the results 

obtained with the B and BT models, the  histogram of TBT model was closest to 

theoretical expectations for a good model, confirming the hypothesis put forth in the 

Introduction. The F test results of Fig. 4 provide secondary support for this assertion.

Figs. 1–5 are also consistent with the notion, previously stated by others 

[5,8,10,12,19,20,22], that nonlinearity in BOLD fMRI studies associated with short sensory 

stimulus durations can be accounted for by a superposition of linear processes represented 
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here by the transient and sustained components of the neural input function. It is possible 

that a nonlinear model, potentially including a nonlinear hemodynamic response, for 

example, would also be able to explain the data. Our analysis indicates merely that this may 

not be necessary in the large volume of brain with  values close to 1 in the TBT model. 

Different effects could be important in other brain regions or for individual participant data, 

which are currently being investigated.

Extending the GLM approach, we utilized the HRF latency as an additional parameter for 

each volume element. The spatial variability and participant dependence of the HRF latency 

are important issues for functional brain imaging and remain to be explored extensively. Our 

latency maps in Fig. 5C are in basic agreement with the literature [33–35]. Our experience 

from the present work is that both the appropriate model of neural activity and the 

appropriate spatial variations in HRF latency are required for optimal fitting of fMRI data. 

However, as indicated by others [33], the regional variations in HRF latency arising from 

associated variations in brain vasculature should be considered as a confound for 

applications of mental chronometry [36,37], in which the time intervals between BOLD 

responses from different brain regions are thought to reflect mental processing. Absolute 

latencies as presented in Fig. 5C are more consistent with regional vascular differences than 

with a chronometric picture of task-related neural activity given that, for example, in this 

study, S2 has a shorter latency than S1 and that the time scales of the latency variations are 

far longer than for common neuronal processing.

The spatial patterns of transient and sustained components determined through the use of the 

TBT model are consistent with other functional neuroimaging literature. Of particular 

interest is S1c, the primary cortical area responding to a contralateral somatosensory 

stimulus [19,20,29], which has been shown to behave similarly to other primary sensory 

areas with respect to the linearity of the BOLD response as a function of stimulus duration 

[5]. In the context of our models, the boxcar component is the conventional function used in 

GLM analysis of fMRI data and for assessments of linear time invariance. For our data, the 

TBT model did not find a significant B component for almost all of the studied brain 

including the chosen S1c voxel. This is in agreement with the findings of Nangini et al. [20] 

that the fMRI response to 0.2-s, 0.5-s and 1-s stimuli is dominated by transient responses. 

An earlier study by Nangini et al. [19] investigated stimuli up to 20 s in duration and found 

that a model with an onset transient and a boxcar component fit the observed BOLD 

responses better than a pure boxcar model. While a pure transient model was not 

investigated in this prior study, the sustained, boxcar component was easily visible at such a 

long stimulus duration. Because the longest stimulus duration in the present study was 7 s, 

there may not have been adequate sensitivity to observe this boxcar component. Another 

possibility is that the button press task, which focused attention on the onset and offset of the 

stimulus, reduced the boxcar component to insignificant levels through top-down executive 

processing. In addition, the task adopted in the present work involved a button press 

response with the hand that was not stimulated, whereas no task or attention was required in 

Nangini et al. [19,20]. This task could have caused suppression of the sustained B 

component contralateral to the stimulus (see below). These differences in task may explain 
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why Figs. 1, 2 and 5 highlight predominantly the transients, whereas Nangini et al. [19,20] 

observed both an onset transient and a more substantial sustained component.

Fig. 5B illustrates that offset transient (T) activations within the TBT model capture 

important areas of the motor network such as SMA and premotor areas that do not show 

onset T activation. This was expected given that the offset T also reflects the button press. 

Comparing our results to studies that do not include motor responses would certainly be of 

interest. Matching the attention conditions between experiments, however, would be a major 

challenge.

Interestingly, although the  analysis indicates significant improvements in many 

contralateral S1 voxels for the TBT model over the BT model, the group t test does not show 

significant onset T activation in these voxels but only offset T activation (Fig. 5B). This 

indicates that the group t test approach to determine activation is not as sensitive to detect 

activations as an analysis of the group-averaged time courses would be. In the hemisphere 

contralateral to the button press (S1i), both onset and offset T activations were found to be 

significant. This was an unexpected finding given that the main activation for the stimulus 

onset was expected in the hemisphere contralateral to the stimulus and may be a 

consequence of the attention demanding task. In MEG with an equivalent experimental 

condition, we recently found ipsilateral activation under attention but not in an ignore 

control condition [26]. In addition, interparticipant variability was less on the ipsilateral side 

(S1i) as compared to the contralateral side (S1c in Fig. 2). In the S2 regions, onset and offset 

T responses were observed bilaterally (Figs. 2 and 5B) in agreement with previous studies 

[27] and the fact that each S1 area has efferents connecting to the S2 areas on both sides of 

the brain [38].

An interesting finding is the cluster of negative BOLD activation in the neighborhood of the 

M1 area contralateral to the stimulus and ipsilateral to the motor response. The investigation 

of the individual subject data [39] revealed that the effect is not limited to M1 but is also 

prevalent in S1. The group histogram showed no activation for the onset transient, negative 

activation for the boxcar component and positive activation for the offset transient. These 

results reflect the approximate mean values of the individual subject histograms. The 

individual subject data additionally showed that both positive and negative activations 

occurred for each component in individual subjects. However, within single subjects, a 

tendency could be observed to activate predominantly negatively or positively with the same 

directionality in both S1 and M1. This tendency was particularly pronounced for the 

negative boxcar component. A negative BOLD response is well known in M1 for ipsilateral 

motor activity [28,40] or in ipsilateral S1 and bilateral M1 for unilateral somatosensory 

stimulation [41]. However, it has not previously been reported that this negative response is 

predominantly linear with respect to stimulus length. This finding supports the notion that 

the ipsilateral M1/S1 negativity for motor tasks is potentially not driven by the motor 

activity itself, but rather by processes such as stimulus monitoring or motor preparation.

Among the eight example voxels shown in Figs. 1–2, the  gain of the TBT model over the 

BT model is the lowest for the SMA. This is consistent with the notion that the SMA is 

particularly important for motor preparation for the button response and less so for the 
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perception of simple somatosensory stimulation. In the thalamus, a large area of onset and 

offset activation is found, which reflects the involvement of the thalamus in both 

somatosensory and motor activity. However, even the TBT model could not separate motor 

and sensory pathways within the thalamus. One possibility to provide a general increase in 

spatial resolution would be to conduct subsequent studies at ultra-high magnetic field (e.g., 7 

T or greater).

Despite these discussions, it still remains to be shown definitively that the input function 

components within the TBT model are indeed of neural origin. A recent conference 

presentation [42] has shown, for example, that transients found with gradient-echo BOLD 

did not occur with spin echo for a 30-s motor task at 3 T. This indicates that at least part of 

the transient signal could be due to a vascular effect, given that the spin-echo technique is 

less sensitive than the gradient-echo technique to BOLD signal effects in draining venules 

and veins. To provide further evidence that the components of the neural input functions do 

indeed reflect neural activity, additional work is required to study fMRI results in relation to 

other noninvasive measurements of brain activity in humans that do not rely on the 

neurovascular coupling mechanism, e.g., electroencephalography [4] or MEG. For this 

purpose, MEG data have been acquired for these specific participants under the same 

experimental conditions described in this study. Correlations between the MEG data and the 

components of the TBT model will be reported in a future publication.

In summary, this work shows that interesting new insights into the functioning of the brain 

can be gained from latency optimized models that include transient in addition to boxcar 

activations. While the importance of transient responses in BOLD fMRI has been recognized 

primarily for the visual system, little work has been done to investigate their nature and 

importance in the somatosensory system. While ignoring transients will potentially produce 

misleading results when interpreting maps of brain activity, no additional features such as 

nonlinear hemodynamics may be needed to characterize BOLD fMRI response 

characteristics with varying stimulus duration completely within the linear time-invariant 

framework. Further studies into the nature of transient fMRI responses are in progress.
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Fig. 1. 
Group-averaged time courses of the BOLD response in eight example voxels from different 

regions of the somatosensory–motor system: primary somatosensory cortex (S1), secondary 

somatosensory cortex (S2), primary motor cortex (M1) contralateral(c) or ipsilateral (i) to 

the stimulus, supplementary motor area (SMA) and thalamus (Thal). For each voxel, all five 

responses to the 1-s, 4-s and 7-s stimuli with 10-s ISI and 0.5-s and 1-s stimuli with 30-s ISI 

are shown (stimulus lengths are marked above the time axis as thick black lines). Fitted 

curves are also shown in each case for the boxcar (B), boxcar–offset transient (BT) and 

onset transient–boxcar–offset transient (TBT) models.
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Fig. 2. 
Group-averaged time courses of the BOLD response and associated fitted curves for the B, 

BT and TBT models for the same voxels and representation format as given in Fig. 1. Only 

the experimental data and fitted curves for the 7-s stimulus duration are shown here, 

allowing the bimodal response to be observed clearly.
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Fig. 3. 

Distributions of the  values for all voxels active in the TBT model for each model in 

comparison to an ideal  distribution with 90 degrees of freedom.
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Fig. 4. 
Empirical cumulative distributions of F values for all voxels active in the TBT model for 

model comparisons TBT vs. BT, TBT vs. B, and BT vs. B. As a marker of significance, the 

F values of the inverse cumulative distribution function (icdf) for 0.95 are given for the 

range of degrees of freedom within these voxels, which correspond to a P value of .05.
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Fig. 5. 
(A) Projection of the locations of the example voxels (3×3×3 neighborhood) onto axial, 

sagittal and coronal slices intersecting at [−44, −34, 56] in LPI Talairach space (cross bars 

center). (B) Maps of significantly activated voxels for the three models with particular 

combinations of activation color coded (B, boxcar only; offT, offset transient only; BT, 

boxcar and offset transient only; onT, onset transient only; TB, onset transient and boxcar 

only; TT, onset and offset transient only). (C) HRF latency map for all voxels active in the 

TBT model. In (B) and (C), the activation maps are shown at a significance level of P<.05, 

including corrections for multiple comparisons.
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Fig. 6. 
Histograms of TBT model coefficients for significantly activated voxels (see Methods 

section) in the group (top row) and for individual subjects (data pooled) in S1 and M1 

contralateral to the stimulus. S1 and M1 were manually segmented for each subject.
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