
Three-dimensional models for studying development and 
disease: moving on from organisms to organs-on-a-chip and 
organoids

E.L. Jacksona and H Lua,b

aSchool of Chemical & Biomolecular Engineering, Georgia Institute of Technology, Atlanta, GA, 
USA 30332

bParker H. Petit Institute for Bioengineering and Bioscience, Georgia Institute of Technology, 
Atlanta, GA, USA 30332

Abstract

Human development and disease are challenging to study because of lack of experimental 

accessibility to in vivo systems and the complex nature of biological processes. For these reasons 

researchers turn to the use of model systems, ranging in complexity and scale from single cells to 

model organisms. While the use of model organisms is valuable for studying physiology and 

pathophysiology in an in vivo context and for aiding pre-clinical development of therapeutics, 

animal models are costly, difficult to interrogate, and not always equivalent to human biology. For 

these reasons, three-dimensional (3D) cell cultures have emerged as an attractive model system 

that contains key aspects of in vivo tissue and organ complexity while being more experimentally 

tractable than model organisms. In particular, organ-on-a-chip and organoid models represent 

orthogonal approaches that have been able to recapitulate characteristics of physiology and 

disease. Here, we review advances in these two categories of 3D cultures and applications in 

studying development and disease. Additionally, we discuss development of key technologies that 

facilitate the generation of 3D cultures, including microfluidics, biomaterials, genome editing, and 

imaging technologies.

Graphical Abstract

Organ-on-a-chip and organoid culture models present complementary approaches in studying 

development and disease by balancing experimental tractability and the ability to mimic 

physiological complexity.
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Introduction

Human development and disease are governed by complex mechanisms that are inherently 

difficult to study because of our inability to often directly observe and perturb the biological 

processes of interest. As a result, researchers must rely on the use of model systems such as 

model organisms and in vitro cellular systems. Embryonic development occurs through 

tightly controlled processes that work in concert within developing organisms to pattern the 

early embryo and yield formation of specialized tissues. Interest in characterization and 

understanding of developmental regulation is motivated by the desire to develop a 

fundamental biological understanding, inform treatment of developmental disorders, and 

apply knowledge of native processes in engineering stem cell-based regenerative medicine 

treatments. Likewise, disease pathophysiology has components on the cellular, tissue, and 

systemic levels, and developing a better understanding will inform development of 

preventative and therapeutic strategies.

One of the major challenges is finding experimentally tractable, physiologically relevant 

models as a proxy for studying human biology. Commonly used models include monolayer 

cell culture, cell aggregates, organoids, organ-on-a-chip systems, tissue explants, and model 

organisms such as mouse, zebrafish, the fruit fly Drosophila melanogaster, and the nematode 

Caenorhabditis elegans (Figure 1). These models all have tradeoffs between relevance to 

human diseases, complexity, experimental accessibility, and cost. Model organisms, for 

example, provide the advantage that normal physiology and pathology may be studied in a 

systemic context, using tools such as genetic perturbations, genetic screens, and fluorescent 

reporters. Many key studies of development have been made in various model organisms,, 

such as the genetic studies in Drosophila that demonstrated the role of Hox genes in 

controlling body plan.1 Despite their advantages, however, disease models in animals can be 

expensive, time-consuming to build, and technically challenging to study. Additionally, there 

are species-specific differences in the biology of development and disease that can hinder 

direct translation of findings in animal models to human biology. 2, 3 Further, there remain 

significant challenges in animal models to recapitulate all aspects of many human diseases, 

such as microcephaly4, Alzheimer’s5, and autism spectrum disorder.6 On the other hand, 

models based on two-dimensional (2D) cell culture of primary or established cell lines are 

easily accessible experimentally in terms of manipulation and analysis. However, 2D cell 

cultures lack many features of in vivo microenvironments, including extracellular matrix 

(ECM) and dynamic signaling environments. In this context, three-dimensional (3D) cell 

culture models, which include organs-on-a-chip, cellular aggregates, tissue explants, and 

organoids, fall in the middle of the spectrum in terms of experimental accessibility and how 

well they mimic in vivo physiology. While these types of models are still simplifications of 

complex in vivo tissue structure and function, they often provide an acceptable tradeoff for 

studying key aspects of development and disease. However, the biggest challenge that 3D 

cell culture models still face is accurately recapitulating all of the complexity of native 

tissues. To this end, improvements in the in vivo relevance of these models will greatly 

benefit efforts to study development and disease, perform drug testing, and generate cell and 

tissue types for therapeutic purposes.
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Technologically, development of tools such as microfluidics, biomaterials, genome editing, 

and imaging methods have contributed to efforts in generating and improving in vitro 3D 

culture models. In this review, we will highlight contributions in each of these areas towards 

establishing 3D tissue and organ models. After discussion of these enabling technologies, we 

highlight recent examples of use of 3D culture models in studying human development and 

disease.

Enabling Technologies

Approaches in generating tissue and organ models

In vivo, cells reside in complex microenvironments where they receive cues from other cells, 

ECM, local soluble environments, and mechanical environments. These interactions play 

important roles in maintaining and modulating cellular phenotypes and processes. In 

engineering model tissue and organ systems, the goal is to mimic many of these interactions 

in order to generate models with key features of tissue organization and function. There are 

the two types of general strategies in generating 3D tissue and organ models: bottom-up and 

top-down approaches (Figure 2).7 In a top-down approach, the strategy employed is to 

engineer individual components of a tissue environment that, together, mimic and recreate 

aspects of the system. For example, cellular components can be integrated by co-culturing 

multiple cell types in defined physical arrangements, 3D organization can be mimicked with 

biomaterial scaffolds and microfluidic channels, mechanical cues can be presented by 

biomaterials and fluid flow, and soluble stimuli can be delivered via perfusion. A key 

example of the use of top-down approaches is in organ-on-a-chip models, which aim to 

recreate key aspects of organ structure and function in a microfluidic device. In contrast, 

bottom-up approaches rely on the emergent behavior of biological systems to generate 

complex tissue- and organ-like constructs. Pluripotent stem cells (PSCs) are primarily used 

as the cell source due to their capacity for self-organization, through processes of self-

assembly, self-patterning, and self-driven morphogenesis.8 A number of organ-like 

structures, termed “organoids”, have been generated from PSCs for a diverse range of tissue 

types. Organoids are a rapidly developing area of research with exciting applications in 

studying development and disease.

Independent of the approach in developing 3D culture models, a major challenge is in 

accurately recapitulating key aspects of the in vivo environment. A fundamental 

understanding of native tissues and organs is first needed before mimicking these in in vitro 
cultures. Then, the challenge lies in engineering the correct cellular and microenvironment 

components that will give rise to systems that are structurally and functionally similar to 

their in vivo counterparts. This is non-trivial, given the complex and dynamic nature of 

endogenous processes. Continued improvements in culture systems, such as microfluidics 

based platforms, will facilitate development of more realistic cellular microenvironments. 

Additional challenges are in the development of tools to assess tissue function and 

phenotype in various ways. Examples of necessary tools include technologies for genetic 

manipulation of cells to recreate disease phenotypes, platforms for high-throughput 

screening, and methods such as tissue clearing for better assessing gene and protein 

expression within large, intact tissues. Continued development of these areas will improve 
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abilities to apply 3D cultures in studying biological during development and in disease. Here 

we highlight various tools developed to address these challenges thus far.

Microscale Physiological Systems

Advances in microscale technologies have greatly facilitated the development of 3D cell 

culture systems. With fabrication techniques borrowed from the microelectronics industry, as 

well as newer technologies such as 3D printing, microfluidic devices can be rapidly 

designed and prototyped.9–11 In a common method of fabrication is known as soft 

lithography, a master is first made in a cleanroom, using photolithography to pattern features 

on a silicon wafer9. Then, individual devices are casted from the mold in a material such as 

polydimethylsiloxane (PDMS) and are bonded to a glass slide to create enclosed channels. 

PDMS is commonly used for biological samples because it is biocompatible and optically 

transparent, facilitating imaging.12 Inherent features of microfluidics, including the small 

size scale, on the order of biological samples, and the existence of low Reynolds number, 

laminar flow together enable enhanced control over soluble and physical aspects of cellular 

microenvironments. Additionally, microfluidics can increase experimental throughput 

through assay integration, parallelization, and automation. Together, these capabilities make 

microfluidics well-suited for engineering 3D culture systems.

Control of the microenvironment—To mimic the in vivo tissue microenvironment 

within microfluidic-based systems, various strategies can be employed. Specific components 

of the microenvironment include the structure and arrangement of cell types, the presence of 

ECM, the physical and fluidic mechanical environment, and the soluble environment. To 

create defined arrangements of cells in 2D, early work in the field demonstrated that 

substrates can be micropatterned with ECM and other proteins, to which cells selectively 

adhere.13–16 This technique can be used to simply facilitate cell adhesion in microfluidic 

channels or to create arrays of cells in defined positions and shapes. A simplified tissue 

microenvironment could be constructed by sequential patterning of multiple cell types and 

co-culturing them. An alternative to patterning cells with adhesive proteins is to physically 

constrain their position using microfluidic device features such as traps,17–19 chambers,20–22 

and channels.23 Traps and chambers are often used to array cell samples for performing 

assays on the single-cell level. Specifically for constructing on-chip tissue models, channels 

can be used to simulate different compartments of a tissue: models of the liver sinusoid, 

commonly use channels to define the sinusoid geometry, with regions of hepatocytes 

confined by an endothelial cell barrier.23–25 All of these approaches are able to position cells 

in 2D. In order to create 3D cellular arrangements, cells can be seeded within biomaterials in 

microfluidic channels.26 Coupling of these various approaches can be used to form 

multicellular constructs within microfluidics that begin to resemble the composition and 

arrangement of cells in native tissues. While the resulting systems may be over-simplified 

models, defining cellular spatial arrangement is an important step in beginning to construct 

more complex systems, such as in organ-on-a-chip models. Beyond patterning of single 

cells, microfluidic methods have also been used to manipulate larger samples such as cell 

aggregates27, 28 and model organisms.29–31 For example, a number of groups have 

constructed arrays of traps or wells for culturing individual, isolated cellular 

aggregates.27, 32–34 This provides the ability to screen effects of various factors while 
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gathering single sample level information. Devices for culture and manipulation of cellular 

aggregates show potential in the area of organoid research.

Upon providing the appropriate cellular components for a tissue model, often the next step is 

to define cell extrinsic cues, such mechanical cues. The mechanical properties of cell 

substrates affect a diverse range of processes such as cell differentiation, migration, 

proliferation, shape, and survival.35 Fluid shear also modulates cellular phenotypes; for 

example it is implicated in endothelial cell differentiation and vascular growth and 

remodeling,36, 37 and is implicated in pathophysiology of a number of diseases, such as 

atherosclerosis.38 Since the mechanical environment plays such an important role in 

maintaining and modulating cell phenotype, it is important to incorporate these cues within 

cell culture models.

A final key component of the cellular microenvironment is the presence of soluble cues such 

as cell metabolites, small molecules, growth factors, and oxygen. Microfluidics can be 

leveraged to provide spatial and temporal control over the soluble cellular environment 

because of the highly controllable flow. Perfusion rate can be tuned to optimize optimal 

media exchange strategies during prolonged cell culture.22, 39 Flow rate can also be changed 

to modulate autocrine and paracrine signaling.40, 41 For assessing the effects of soluble 

factors on cell behavior, molecules can be delivered at defined flow rates and concentrations, 

either uniformly to the entire cell culture or in combinatorial fashion. Specifically, 

integration of upstream modules can be used to deliver concentration gradients42, 43 or fast 

temporal delivery of stimuli.44, 45 Beyond delivery of soluble stimuli, devices can also be 

used to reliably control oxygen concentration in the culture environment. Each of these 

methods for controlling the soluble cellular environment contributes to the ability to 

maintain viable on-chip culture, provide soluble stimuli to promote specific cell behaviors, 

and perform screens of culture conditions. Having these capabilities facilitates the creation 

of more sophisticated 3D cell culture models.

Increasing experimental throughput—Beyond facilitating the generation of defined 

cellular environments, microfluidics also has the capability to greatly increase experimental 

throughput through assay integration, parallelization, and automation. Common biological 

assays, such as immunohistochemistry, in situ hybridization, and live imaging can be 

performed on cells within microfluidic devices. This enables both cell culture and analysis 

steps to be performed in the same platform. Additionally, this allows spatial information to 

be preserved—for example, protein and gene expression can be observed in the intact tissue 

models. To increase throughput, microfluidic culture chambers and other operations can be 

parallelized, enabling a large number of samples or conditions to be screened in a single 

experiment. For example, samples (cells, cell aggregates, or organisms) can be cultured in 

arrays of traps or chambers and exposed to gradients or different molecules.21, 22 

Additionally, automation of device operations can allow high-throughput operations to be 

performed. This includes things such as performing biochemical reactions, sorting samples, 

or performing image-based analysis. Reactions such as polymerase chain reaction (PCR) 

and gene expression analysis, among others, have been implemented in microfluidics with 

increased efficiency and throughput. A notable example of this is the commercial Fluidigm 

system. For sorting of biological samples, flow cytometry46 can be implemented on-chip. 
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Additionally, image-based analysis of cells and organisms can also be automated47 and 

implemented in microfluidics, with applications in performing high-throughput genetic 

screens.

Biomaterials

Biomaterial approaches offer an orthogonal tool in creating in vitro model cell and tissue 

models. These laboratory-made and modified naturally occurring materials can be 

incorporated in culture systems as surface coatings or 3D scaffolds, with the goal of better 

mimicking the 3D in vivo cellular microenvironment and presenting physical and 

biochemical cues to instruct cell fate.48, 49 Hydrogels, which are water-swollen polymer 

networks, are commonly used to mimic ECM in 3D cell culture. Both naturally occurring 

hydrogels such as collagen, fibrin, hyaluronic acid, alginate, and Matrigel, as well as 

synthetic hydrogels such as poly(ethylene glycol) (PEG) and poly(vinyl alcohol) (PVA) are 

widely used. Modification of the mechanical and biochemical properties of these materials50 

is leveraged to control the cues that they present to cells. Hydrogel mechanical properties 

can be tuned by changing parameters such as pore size, crosslinking density, and topology.51 

This can be used to mimic the mechanical environments of different in vivo systems or to 

direct cell differentiation. In order to present biochemical cues to cells, hydrogels can be 

modified with cell adhesive peptides,52 degradable motifs,53, 54 and covalently linked or 

sequestered molecules such as growth factors.55, 56 For example, hydrogels can be designed 

to release growth factors to promote lineage-specific differentiation of stem cells. 

Microparticles can also be formed from hydrogels and incorporated within cell constructs, in 

order to present biochemical cues in an “inside-out” approach.57–59

Biomaterials have been used in applications such as tissue scaffolds, cell encapsulation, 

building organ-on-a-chip models, incorporation in cellular spheroids, and driving stem cell 

fate, among others. Used alone in culture systems or within microfluidic platforms, they 

offer additional capabilities in reconstructing aspects of in vivo cellular environments.

Genome Editing

Rapid advances in genome-editing tools in recent years have made it easier to perform 

genome editing more precisely and with fewer off-target effects. Some of the widely 

developed systems include TALENs,60 Zinc finger nucleases,61 and CRISPR-Cas9.62, 63 In 

the context of models of disease and development, these tools have made it easier to probe 

systems through the creation of fluorescent reporter lines, modulation of gene expression, 

and introduction of disease-related mutations. This has facilitated the creation of reporter 

cell lines, cellular and animal disease models, and even in vivo genome editing. In one 

example, Matano, et al. used CRISPR-Cas9 to introduce mutations associated with 

colorectal cancer into human intestinal organoids in order to study how mutations in specific 

pathways affect tumor formation and metastasis.64 Particularly for disease modeling, as we 

learn more about the specific genetic basis for various diseases, genome editing tools will 

allow us to create more accurate in vitro cell models. This will enable study of disease 

pathophysiology and development of pharmacological and other therapeutic strategies.
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Imaging Technologies

A major challenge in studying 3D systems is being able to assess gene and protein 

expression, and spatial organization of these in intact tissues. Performing assays such as 

quantitative PCR (qPCR) and histological sectioning and staining do not provide spatial 

phenotypic information, which is useful for providing a more complete picture in 

characterizing tissues. However, the advent of technologies including tissue clearing65–70 

and light sheet microscopy are now enabling characterization of intact 3D tissues. These 

techniques are still time-consuming and low-throughput, but with continued improvements 

and incorporation of automation tools, they will be valuable tools for interrogating 3D 

cultures such as organoid models. Another set of future challenges will be in advancing 

techniques for live imaging—for example, increasing available reporter cell lines, 

developing barcoding strategies for imaging many fluorophores at once, and applying high 

resolution imaging techniques to dense tissues. Improving capabilities for live imaging of 

tissues will enable visualization of how dynamic processes evolve over time periods of days, 

e.g. in processes involved in morphogenesis and organogenesis.

3D Culture Models

Organoid cultures

Bottom-up approaches in generating complex tissue models typically rely on biological self-

organization, which refers to intrinsic abilities of cellular systems to form tissue structures 

and signaling environments equivalent to those of in vivo systems.71 Leveraging this ability 

to generate complex tissue structures from simpler initial cellular structures represents an 

alternative approach from strategies typically used in areas of engineered tissue or organ 

systems. Pluripotent stem cells (PSCs) are typically used as a cell source in tissue 

engineering strategies due to their differentiation potential, and the traditional approach has 

been to supply cues via activation and inhibition of signaling pathways in order to direct cell 

fate towards target cell and tissue types. However, a rapidly emerging body of work has 

shown the capacity of PSCs to self-organize in 3D cultures and form organoid tissues. This 

has sparked a shift in focus from trying to direct stem cell fate to instead facilitating inherent 

self-organization.71

Stem cell derived organoids are characterized by the presence of multiple organ-specific cell 

types, cellular organization similar to that of native tissue, and demonstration of functional 

characteristics. They share some similarities to embryoid bodies (EBs), which are aggregates 

of PSCs that undergo differentiation and morphogenesis processes that mimic aspects of 

early embryonic development.72, 73 Currently, organoid cultures have been developed for a 

range of systems, including optic cup,74 intestine,75, 76 kidney,77 liver,78 brain,4 anterior 

pituitary,79 and pancreas.80 Examples of a few of these systems are depicted in Figure 3. 

Since derivation of organoid cultures is dependent on intrinsic cell behaviors, a major 

challenge is finding ways to promote and guide self-organization. Approaches shared across 

most organoid culture examples include a 3D cell aggregation step and culture of cell 

aggregates in Matrigel. A common strategy is to mimic native developmental processes, 

such as tissue-specific activation of signaling pathways, to guide organoid development. For 

example, Spence, et al. generated intestinal organoids from human PSCs in part by 
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sequentially presenting activin A and FGF/Wnt, growth factors associated with endoderm 

patterning during embryonic development.76 An orthogonal strategy is to culture PSC-

derived progenitors or a combination of cells types, which then self-organize. Takebe, et al. 

used this method in generating liver buds; they co-cultured induced PSC- (iPSC) derived 

hepatic endoderm cells, human umbilical vein endothelial cells (HUVECs), and 

mesenchymal stem cells, which self-organized into 3D liver buds (Figure 3C).78

One of the exciting applications of organoid cultures is indeed in modeling pathology and 

diseases. Organoids can potentially address a gap in knowledge in understanding diseases 

that are difficult or impossible to study in animal models—for example because of 

significant physiological or behavioral differences. Additionally, these culture systems are a 

cheaper and more tractable alternative for modeling and understanding the pathophysiology 

of disease for which causes and genetic basis are not well known. An early example of 

disease modeling in organoids was the use of cerebral organoids generated from patient-

derived iPSCs to model microcephaly. Although mutations in several genes have been 

implicated in this neurodevelopmental disorder, mouse mutants do not exhibit the same 

severe reduction in brain size that is seen in patients.4 Analysis of patient-derived organoids 

by Lancaster et al. revealed premature neuronal differentiation, suggesting this as a potential 

cause for the disease phenotype. Beyond uncovering a previously unknown potential disease 

mechanism, this study more broadly demonstrated the feasibility of using cerebral organoid 

cultures for studying human neurodevelopment and disease. In a second example, Mariani, 

et al. generated telencephalic organoids from autism patient-derived iPSCs and through 

transcriptome and gene network analysis found neurodevelopmental alterations—

specifically overproduction of GABAergic inhibitory neurons mediated by overexpression of 

FOXG1.6 Autism spectrum disorder (ASD) is very difficult to study in animal models 

because of the heterogeneity of disease phenotypes and the absence of behavioral 

phenotypes, highlighting the potential importance of use of patient-derived organoids in 

studying this disease. Beyond these two brief examples, other general applications of 

organoid cultures in disease modeling include in infectious diseases of the gut81 and 

stomach82, in pancreatic80 and prostate83 cancer, and in cystic fibrosis84.

In conjunction with the use of gene editing tools, organoid disease models can aid in the 

development of therapeutic strategies for diseases with a known genetic basis. For example, 

cystic fibrosis (CF) is associated with a single-gene mutation in the cystic fibrosis 

transmembrane conductor receptor (CFTR). Schwank, et al. used intestinal stem cells from 

CF patients homozygous for the CFTR mutation to generate intestinal organoids that display 

phenotypes associated with loss of CFTR function.86 They then successfully performed gene 

editing using CRISPR/Cas9 mediated homologous recombination to correct the CFTR 

mutation and associated phenotype in the organoids. This study demonstrated the feasibility 

of using gene editing to correct for single-gene diseases. In a second example, Matano, et al. 

combined the use of gene editing tools and intestinal organoids to study the roles of specific 

mutations in colorectal cancer.64 They used CRISPR/Cas9 to introduce mutations commonly 

associated with human colorectal tumors into human intestinal organoids. By transplanting 

the organoids into mice and assessing tumorigenicity, the authors found that the mutations 

supported stem cell maintenance in the tumor niche but were insufficient to cause 
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metastasis. This example illustrates the utility of using organoid cultures for investigating 

specific disease mechanisms.

Current challenges associated with development of organoid cultures stem from the 

complexity of the biological processes involved in organogenesis. With current methods, 

cultures are highly heterogeneous. For self-organization of cells into functional tissues to 

occur, a complex orchestration of events such as cell differentiation, cell migration, timed 

activation of signaling pathways, and formation of tissue architecture is required. 

Developing a better understanding of the cues needed in these processes will aid creation of 

organoids that even better mimic in vivo biology. To do this, one important step is to better 

understand endogenous developmental processes and apply these in guiding organogenesis. 

Another significant challenge is the lack of vascularization of tissues. Once 3D cell cultures 

grow to certain size they will start to develop a necrotic core due to limited transport of 

oxygen and nutrients to the center. To address this, a variety of approaches are being 

developed for creating vascularized tissue constructs. These range from printing vascular 

networks87 to engineering systems where vasculargenesis and angiogenesis occur.88, 89

Further development is needed to improve upon tools for generating organoid cultures and 

characterization of their phenotypes. Culture of organoids in Matrigel seems to play some 

role in their formation, suggesting that use of ECM-mimicking and functionalized 

biomaterials could perhaps be used more extensively to provide instructive cues. 

Furthermore, although microfluidic based methods for culturing organoids have been 

relatively unexplored, microfluidics can potentially be leveraged in defining instructive cues 

to promote self-organization or in handling of 3D cultures in order to facilitate live tracking 

of organogenesis. Finally, development of analytical tools will aid improved characterization 

of intact tissues. This includes things such as live imaging, tissue clearing and quantitative in 
situ transcriptome and proteomic profiling.

Organ-on-a-chip

In contrast to relying on biological self-organization and assembly, organ-on-a-chip systems 

employ a top-down approach in constructing tissue and organ models. These microfluidic-

based systems utilize a range of tools, including microfabrication and biomaterials to create 

microphysiological systems that model key aspects of physiology and disease. Engineering 

approaches are used to integrate aspects of physiology, including cellular organization, 

ECM, high order tissue structure, mechanical forces, and biochemical signals. Together, 

these components recapitulate aspects of physiological structure and function.

In organ-on-a-chip systems, structure and organization of cellular components can be 

defined through design of microfluidic channels and compartmentalized chambers. For 

example, within the liver, blood flows through the sinusoid space which is separated from 

hepatocytes by an endothelial cell barrier. Lee, et al. modeled the liver sinusoid in a 

microfluidic device by designing a narrow U-shaped chamber flanked on either side by 

channels with convective flow (Figure 4B).23 Within the chamber, densely packed 

hepatocytes could be cultured, and the chamber walls contained narrow, closely spaced 

parallel channels to mimic the endothelial cell barrier and allow for diffusive transport. This 

early liver model demonstrates how microfluidic compartmentalization and fluid transport 
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can be leveraged; similar approaches have been used in other on-chip liver models.24, 25 

Moving from creating cell and tissue features in 2D to 3D, common approaches include 

using multilayer microfluidic channels or culturing cells in hydrogels. For example, the 

Kamm lab has created perfusable microvascular networks within microfluidic channels 

through the co-culture of endothelial cells (ECs) and stromal cells in 3D fibrin matrices.26 

The ECs and stromal cells were cultured separately in respective channels with a fluidic 

channel in between. This configuration allowed diffusion dependent, contact independent 

communication between the two cell types. Secretion of pro-angiogenic growth factors and 

ECM proteins by the stromal cells supported angiogenesis and vasculargenesis of the ECs, 

producing perfusable networks

Incorporating controllable mechanical forces such as fluid shear and mechanical strain into 

organ-on-a-chip systems enables studies of how these play a role in tissue physiology and 

disease. For example, Jang, et al. looked at the effects of fluid shear stress on renal tubular 

epithelial cells.92, 93 These cells have osmoregulatory functions in the kidney and are 

exposed to fluidic environments, but the role of shear stress is not well understood. Using a 

microfluidic system in which the cells were cultured in a channel and exposed to fluid shear 

(Figure 4D), the authors found that fluid shear stress plays a role in cytoskeletal 

reorganization and trafficking of aquaporin-2, a water transport protein. Huh, et al. used a 

different type of approach to examine the role of mechanical strain in a lung model.94 The 

authors recreated the alveolar-capillary interface of the lung within microfluidic channels by 

culturing alveolar epithelial cells and pulmonary microvascular endothelial cells on 

opposing sides of a PDMS membrane (Figure 4C). Air was introduced into the channel on 

the epithelial side to mimic the alveolar airspace. By applying vacuum to two additional side 

chambers, the PDMS membrane could be stretched, allowing cyclic mechanical strain 

typical of normal respiration to be applied to the tissue interface. This platform was applied 

in studying how mechanics influence pulmonary inflammation and immune response.

To date, a wide range of organ systems have been modeled thus far, including examples such 

as liver,23–25 kidney,92 intestine,90, 95 lung,91, 94, 96 heart,97 muscle,98 angiogenesis,99 and 

bone marrow.100 A few examples of these are shown in Figure 4. As organ-on-a-chip 

systems become more sophisticated and able to recreate key features of physiology, they 

have increasing utility in studying physiology, modeling disease, and screening therapeutics. 

Kim, et al have developed a human gut-on-a-chip model90 and applied it to studying how 

intestinal inflammation and bacterial overgrowth contribute to pathophysiology of intestinal 

diseases.95 Using a device similar to that of the group’s lung-on-a-chip model (Figure 4A),94 

human intestinal epithelial cells were cultured on an ECM-coated membrane and exposed to 

luminal flow and peristalsis-like mechanical deformations. Under these conditions, the cells 

form intestinal villi structures. Using this model, they co-cultured the intestinal cells with 

commensal microbes and immune cells and assessed how the gut microbiome, inflammatory 

cells, and cyclic mechanical deformations contribute to intestinal bacterial overgrowth and 

inflammation. These studies have great relevance in understanding mechanisms of intestinal 

disease such as inflammatory bowel disease (IBS), Crohn’s disease, and ulcerative colitis. 

Another example of disease-relevant studies is the use of perfusable microvascular networks 

for studying tumor cell extravasation. Jeon, et al. looked at extravasation of human 

metastatic breast cancer cells in a microvascularized bone-mimicking microenvironment.88 
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Human bone marrow derived mesenchymal stem cells (hBM-MSCs), osteo-differentiated 

hBM-MSCs, and human umbilical vein endothelial cells (HUVECs) were cultured within a 

fibrin gel and went on to form microvascular networks. Metastatic breast cancer cells were 

perfused through the networks and exhibited rolling, adhesion, and extravasation into the 

surrounding ECM. The authors found that blocking breast cancer cell A3 adenosine 

receptors resulted in higher extravasation rates, implicating adenosine in reducing 

extravasation. This example highlights the utility of this type of model for studying organ-

specific metastasis, identifying molecular pathways involved, and screening for potential 

targeted therapeutics.

While organ-on-a-chip models are valuable tools for investigating detailed mechanisms of 

physiology and disease and for performing cheaper, faster drug screening, a continuing 

challenge is to make these systems more reflective of physiological function. Existing 

models are successful in recreating specific individual aspects of organ function, but they 

still are oversimplifications of whole-organ physiology. One reason why it is challenging to 

recreate organ physiology in vitro is its inherent biological complexity. Additionally, while 

some physiological systems are well-characterized, many are not, making it difficult to 

design models in a top-down approach. These issues motivate the strategy of using self-

organizing biological systems such as organoid cultures to create tissues in a bottom-up type 

approach. Instead of having to define the various components of a tissue environment, cells 

can be guided to undergo self-organization and morphogenesis to form tissues structures. 

Incorporating aspects of emergent systems in creating organ-on-a-chip could perhaps help in 

creating more complex and physiologically relevant tissues.

An additional challenge is in designing strategies to model interactions between different 

tissue and organ systems, which can be important in studying systemic aspects of disease 

pathophysiology and in screening for drug toxicity. These so-called “body-on-a-chip” 

systems typically consist of organ-specific cell types cultured in individual microfluidic 

modules and connected by circulating flow.101–103 Some of the design considerations 

important for these systems include how to incorporate dynamic organ-organ interactions, 

the exchange of metabolites between different tissues, and how to mimic the circulatory 

system. A critical part of improving upon body-on-a-chip models will be to increase the 

complexity of the individual organ modules so that they better recreate essential organ 

functions. While many of these challenges have yet to be completely addressed, all of these 

are active areas of research.

Conclusions and Perspectives

3D culture models are important tools for studying human development and disease, as both 

supplements and substitutes to animal models. In particular, organ-on-a-chip and organoid 

cultures demonstrate the ability to recapitulate many key aspects of normal and diseased 

tissue physiology. These systems show exciting potential but still face a number of 

challenges, which if addressed will further improve their complexity, in vivo relevance, and 

utility in various applications.
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The inadequacy of in vitro tissue models to recapitulate various aspects of native tissues can 

be addressed by two general approaches. First, by continuing fundamental studies to learn 

how morphogenesis and organogenesis are executed during embryonic development, we can 

apply these principles in better guiding emergent cell behavior. By supplying the proper cues 

to cell cultures, more mature and native-like tissues can be formed. Second, generation of 

better tissue models will be furthered by developments in technologies that can be used to 

engineer cell microenvironments and guide cell fate, including but not limited to, 

microfluidic techniques and biomaterials. An example of use of these two approaches is in 

addressing the challenges of low yield efficiency and high heterogeneity in organoid 

cultures. The culture heterogeneity likely stems from a combination of insufficient external 

cues, environmental variability, and intrinsic cellular heterogeneity. To improve upon this, 

better knowledge of the required external cues and better control of the cellular environment 

with technological approaches such as microfluidics can potentially help.

Developing improved methods for characterizing 3D culture models will also be important. 

Morphological and biochemical characterization is important for understanding the 

composition of generated tissues, assessing responses to perturbations (such as in drug 

screening), and in investigating mechanisms of disease. Observing phenotypes, such as gene 

and protein expression, in intact tissues is still challenging, but continued improvements in 

areas such as live imaging, gene editing, tissue clearing, and high resolution microscopy are 

beginning to address these challenges.

Thus far, efforts in the areas of organs-on-a-chip and organoids have been largely 

independent. However, work in improving in vitro tissue and organ models will benefit from 

incorporating aspects of both approaches. Organoid systems are able to generate tissues with 

arguably more complexity and similarities to native tissues; however, a major challenge is 

the lack of control over these self-emergent systems. Conversely, while one of the 

advantages of organ-on-a-chip approaches is having control over each aspect of the tissue 

environment, these models are still relatively simplified. Thus, there is potential in a 

combined approach: relying in part on cellular self-emergence to generate complex tissues, 

but also using tools to better define the cellular microenvironment in order to reproducibly 

guide and direct cell behavior.

3D cell cultures have exciting potential for use in studying physiology, modeling disease, 

and screening therapeutics. Particularly exciting applications of these systems include 

studying complex and non-genetic diseases, which often cannot be recreated in animal 

models. Having the ability to generate patient-cell derived tissue and organ models will 

surely enable large-scale screens to identify disease mechanisms, understand systemic 

aspects of disease, and develop therapeutic approaches.

Supplementary Material

Refer to Web version on PubMed Central for supplementary material.
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Insight Statement

Challenges in studying human development and disease stem from our inability to 

experimentally access human biology in vivo. Many researchers rely on model systems, 

each of which has significant tradeoffs. Three-dimensional cell culture models have 

emerged as a system with sufficient complexity for studying key aspects of tissue- and 

organ-level physiology and pathophysiology while still remaining experimentally 

tractable. In vitro models such as organs-on-chips and organoids use a range of strategies 

to create organ models indicative of endogenous structure and function, which has been 

enabled by key technologies, including microfluidics, biomaterials, genome editing, and 

imaging technologies. By integrating these technologies and further understanding 

fundamental developmental biology, the research community will be able to address 

many important human diseases.
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Figure 1. 
Biological model systems. Model systems for studying human biological range from 2D cell 

culture to model organisms and lie on a spectrum in terms of their experimental tractability 

and physiological relevance.
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Figure 2. 
Approaches in generating tissue and organ models. In a top-down approach individual 

components are incorporated into a system to mimic the in vivo tissue environment. 

Components include multiple cell types, biomaterial scaffolds and ECM, soluble cues, 

mechanical cues, and microfabricated elements to define spatial arrangement and structure. 

Organ-on-a-chip models are an example of using a top-down approach. In contrast, a 

bottom-up approach supplies fewer external cues and instead relies on cellular self-

organization to generate tissues with in vivo-like structure and function. Typically PSCs are 

formed into aggregates and cultured in the presence of soluble and material cues to guide 

inherent self-organization and yield organoids.
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Figure 3. 
Organoid examples. A: Optic cup organoids. (i–iv) Images show morphology and gene 

expression of optic cup structures at days 9 and 12. (i,ii) Formation of eye cup structures 

expressing Rx-GFP, indicating early retinal tissue, on day 9. (i,ii) The outer shell expressed 

markers resembling retinal epithelium progenitors, including Mitf (i) and accumulated 

pigment (ii). (iii) Expression of aPKC and laminin demonstrate apical-basal polarity. (iv) 

E11.5 mouse eye. (v) Schematic of optic cup formation.74 B: Cerebral organoids. (i) 

Schematic of protocol for cerebral organoid formation. (ii) Sectioning and staining of tissue 

shows the complex tissue morphology, with regions of neural progenitors (SOX2, red) and 

neurons (TUJ1, green) (arrow). Scale bars, 200 μm.4 C: Liver buds generated from human 

iPSCs. Images show presence of human iPSC hepatic endoderm (iPSC-HE) (green) and 

endothelial networks (red) inside liver buds. Scale bars, 100 μm.78 C: D: Intestinal 

organoids. On left, confocal image shows intestinal crypts grown for 3 weeks. Lgr-GFP+ 

stem cells (green) are located at the tips of crypt domains. Scale bar, 50 μm. On right, 

aschematic of a crypt organoid depicts thestructure.85 All figures reprinted by permission 

from Macmillan Publishers Ltd: Nature. Respectively: Eiraku et al,74 copyright 2011. 

Lancaster et al,4 copyright 2013. Takebe et al.,78 copyright 2013. Sato et al,85 copyright 

2013.
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Figure 4. 
Organ-on-a-chip examples. A: Schematic shows the design of a human gut-on-a-chip. 

Human intestinal epithelial cells are cultured on an ECM-coated porous membrane and 

exposed to low levels of fluid shear stress. Side vacuum chambers are used to apply cyclic 

strain that mimics physiological peristaltic motions. Reproduced from Kim et al.90 with 

permission from The Royal Society of Chemistry. B: Schematics show the design of the 

liver-on-a-chip. Hepatocytes are cultured in a central channel, surrounded by small, closely 

spaced parallel channels that mimic the endothelial cell barrier. Two side channels deliver 

nutrients and drugs by diffusive to the central cell culture region. Reproduced from Lee et 

al.23 with permission from Wiley Periodicals. Copyright 2007, Wiley Periodicals, Inc. C: A 

human lung-on-a-chip models the alveolar-capillary interface. Alveolar epithelial cells and 

pulmonary microvascular endothelial cells are cultured on opposite sides of a PDMS 

membrane. Vacuum is applied to lateral side chambers to stretch the PDMS membrane and 

mimic physiological breathing. From Hung et al.91 Reprinted with permission from 

AAAS.D: Schematics show the design of a kidney duct model. Renal cells are cultured 

within the channel and exposed to fluid shear stress, osmotic gradients, and hormonal 

stimulation. Reproduced from Jang et al.92 with permission from The Royal Society of 

Chemistry.
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