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Abstract

RNA interference (RNAi) is an extremely useful tool for inhibiting gene expression. It can be 

triggered by transfected synthetic small interfering RNA (siRNA) or by expressed small hairpin 

RNA (shRNA). The cellular machinery processes the latter into siRNA in vivo. shRNA is 

preferred or required in genetic screens and specific RNAi approaches in gene therapy settings. 

Despite its many successes, the field of shRNAs faces many challenges. Insufficient knockdowns 

and off-target effects become obstacles for shRNA usage in many applications. Numerous failures 

are triggered by pitfalls in shRNA design that is often associated with impoverished biogenesis. 

Here, based on current understanding of the miRNA maturation pathway, we discuss the principles 

of different shRNA design (pre-miRNA-like, pri-miRNA-like and Ago-shRNA) with an emphasis 

on the RNA structure. We also provide detailed instructions for an optimal design of pre-miRNA-

like shRNA.

 1. Introduction

RNA interference (RNAi) is a phenomenon in which double-stranded RNA (dsRNA) 

inhibits gene expression by degrading mRNA. Since its discovery in 1998 [1], RNAi has 

revolutionized the way researchers study molecular genetics. The ability of RNAi to target 

any gene makes it an intriguing platform for developing of next generation therapeutics. In 

the pursuit to ameliorate the cytotoxic effects resulting from the use of dsRNA, it was 

discovered that smaller synthetic sequences of 21 to 22 nucleotides, known as small 

interfering RNA (siRNA), were sufficient to trigger RNAi [2]. However, the main drawback 

of synthetic siRNAs is their short lifespan, which weakens their ability to regulate gene 

expression. In order to overcome this limitation two strategies arise: 1) introduce chemical 

modifications on the backbone of the oligonucleotides to prolong their half-life and 2) 

express short hairpin-shaped RNA transcripts (shRNA) that can be processed into siRNAs in 
vivo [3–7].

In parallel to the discovery of RNAi, microRNAs (miRNAs) were identified as an abundant 

class of small non-coding RNA molecules (~22nt) that are highly conserved among species 
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and can negatively regulate expression of >60% of human genes post-transcriptionally [8]. 

miRNA are transcribed from the genome into primary transcripts (pri-miRNA) and 

processed into precursor (pre-miRNA) and mature miRNA by two RNase-III family 

nucleases, Drosha and Dicer, respectively (reviewed in [9]). Based on the degree of 

complementarity between the miRNA and its target mRNA, miRNAs can either induce the 

direct cleavage of the mRNA or initiate a much longer process characterized by translational 

repression and posterior repression through mRNA decay [10–12].

The first line of evidence implicating that miRNA biogenesis and RNAi maturation rely on 

the same cellular machinery came from the discovery that Dicer was responsible for 

processing shRNAs into siRNAs [13]. This finding initiated the use of pre-miRNA 

secondary structures as a scaffold for siRNA production [7]. This first generation of shRNAs 

(pre-miRNA-like shRNA) was characterized by the use of RNA polymerase III promoters 

(Pol III). This enabled the precise synthesis of transcripts that folded into pre-miRNA-like 

stem-loop structures [5]. Mimicking the structures of pri-miRNA opened the door to 

designing the second generation of shRNAs (pri-miRNA-like shRNA) driven by RNA 

polymerase II promoters (Pol II) [14, 15] (Fig. 1).

These advances illustrated the use of shRNA as a promising tool in gene therapy. Currently, 

several shRNA drug formulations are under phase I and II clinical trials for treatment of 

solid tumors and hepatitis C (clinicaltrials.gov 2016). Another widespread application of 

shRNAs is loss-of-function genetic screening [16–18]. In this regard, efforts of The RNAi 

Consortium (TRC) have created libraries covering more than 15,000 genes both in human 

and mice that aim to achieve efficient knockdowns for each gene. Careful screening of these 

libraries provides a useful tool to identify key molecular targets for the treatment of complex 

diseases either through gene therapy or conventional drugs.

Nonetheless, the shRNA field still faces many challenges. Unsatisfactory knockdown 

efficacy and off-target effects rise continue to hamper its applications, often due to flaws in 

design. Recent advances in the understanding of miRNA biogenesis are often neglected in 

many shRNA designs. In this article, we summarize and provide guidelines for the optimal 

design of miRNA-based shRNAs (Table 1), with a focus on RNA structure.

 2. Promoter selection

The starting point for shRNA design is selection of an expression cassette. Like other gene 

products, shRNAs can be transcribed from any promoter in commercially available 

expression vectors. However, due to its non-coding nature, certain considerations need to be 

taken into account to allow transcripts to fold into correct structures, for the recognition and 

processing by the miRNA biogenesis machinery.

 2.1. Pol III promoters

“First generation” shRNA mimics the structure of pre-miRNA, which is a hairpin with 2nt 

overhangs at the 3′ end. The sequence of shRNA transcripts needs to be well defined to fit 

such a structure. Pol III promoters initiate transcription at a precise position (23 nt away 

from the TATA box) and end it within a track of thymidines (T). This unique feature makes 
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it perfect to express exact sequences of pre-miRNA-like shRNAs. Pol II promoters, on the 

other hand, are coupled with post-transcription processing (capping and polyA addition) and 

therefore incapable of such task.

The first nucleotide of shRNA should align perfectly with the transcription start site. A 

common mistake is leaving a gap between these two due to the insertion of cloning sites. 

This gap creates extra nucleotides on the 5′ end of the intended hairpin structure, 

jeopardizing its recognition by Dicer and hence lowering shRNA efficacy. Of note, Pol III 

promoters generally exhibit a strong preference for starting transcription with a purine. To 

accommodate this, the first nucleotide of Pol III-driven shRNAs should be either G or A 

[19]. Failure to do so will force transcription to start at a different position nearby, producing 

shRNAs with suboptimal structures.

A similar consideration applies to transcriptional termination. A track of five or more Ts in 

the DNA template is sufficient, leaving most Pol III transcripts with two uridines (U) at the 

3′ end [20, 21]. It is important to note that these two Us will automatically be added at the 

end of any Pol III transcript. To achieve the correct pre-miRNA-like structure, the last 

nucleotide of the shRNA sequence before the termination signal (≥5 T) should be the end of 

the hairpin, leaving those two Us from the termination sequence as a 2nt 3′ overhang (Fig. 

2A).

The most widely used pol III promoter is U6 [3, 22], followed by H1 [3] or 7SK [23]. While 

H1 can initiate transcription with pyrimidine or a purine, fidelity of the starting position is 

less accurate [19]. On the contrary, the U6 promoter is known to be robust and possess a 

more precise start. Thus, U6-driven shRNAs are more potent, compared to those transcribed 

by Pol II, in a manner that is dependent on cellular context [24].

The main disadvantage of Pol III promoters hindering their application as therapeutic agents 

is the toxicity caused by their interference with the endogenous miRNA processing 

pathways [25]. This concern can be minimized by the use of weaker Pol II promoters at the 

expense of a possible loss in the therapeutic efficacy.

 2.2. Pol II promoters

One of the main features of Pol II promoters is that they allow for extensive customization of 

gene expression. shRNA can be transcribed from ubiquitous (e.g. CMV or SV40), tissue/

cell-type specific (e.g. ALB, INS or Pdx-1), or inducible promoters (e.g. Tet-on, Tet-off). 

However, poly-adenylylation coupled with Pol II transcription abolishes its ability to express 

RNA with clear-cut ends. Therefore, it is not surprising that pre-miRNA-like shRNAs driven 

by Pol II are not recognized by Dicer, and therefore nonfunctional [26]. Instead, the shRNA 

sequence needs to be embedded into the structure of a primary miRNA (pri-miRNA) [7], in 

order to be efficiently recognized and excised from the transcript by Drosha [15].

Another advantage of using Pol II and pri-miRNA structures is the ability to express 

multiple shRNAs simultaneously in one transcript [27]. In fact, more than 40% of human 

miRNAs are grouped in clusters [28]. However, processing of miRNAs within a cluster is 
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complex as the processivity of each miRNA/shRNA depends on and is influenced by that of 

others in the cluster [29].

In addition, Pol II promoters can be used to express miRNAs/shRNAs processed through 

non-canonical pathways that are either Drosha- or Dicer-independent. The first class, 

mirtrons [30, 31] and mirtron-based shRNAs [32, 33] are precisely located within introns, 

where the splicing machinery generates pre-miRNA, eluding the need for Drosha 

processing. In the second class, Ago-shRNAs, which are based on miR-451 [34–36], Dicer 

cleavage is substituted by Ago2 endonucleolytic activity for maturation (Fig. 1).

Despite several benefits, processing of Pol II-driven shRNAs is not well characterized, and 

the requirements for its complex maturation are still a matter of study.

 3. Processing/maturation

After being transcribed, shRNAs must be processed into siRNAs to exert their inhibitory 

function. Such process relies on the miRNA biogenesis pathway. Therefore, it is vital to 

understand how pri/pre-miRNAs are recognized and processed by the miRNA biogenesis 

machinery.

 3.1. Microprocessor cleavage

The first step of miRNA biogenesis takes place in the nucleus [37]. Pri-miRNA transcripts 

are cleaved co-transcriptionally by the Microprocessor - a complex consisting of one 

molecule of Drosha and two of its cofactor DGCR8 [38–40]. A typical pri-miRNA contains 

three components: 1) A loop of variable size 2) A stem of three helical turns (33~35 bp) and 

3) single-stranded regions flanking the hairpin. The stem is further divided into two 

components: upper stem - two helix turns (~22 bp) next to the loop; and lower stem - one 

helix turn (~11 bp) connected to the single-stranded region (Fig. 2B). Microprocessor 

recognizes this unique structure and cuts the primary transcript at both sides of the stem 

between the upper and lower stems. Specifically, Drosha senses the basal junction between 

single-stranded flanking region and double-stranded lower stem structure, establishing the 

cleavage site 11 nt away [40–43]. At the same time, the DGCR8 dimer in the complex 

interacts with the apical junction between the upper stem and the loop to ensure the cleavage 

fidelity [42, 44, 45]. The released product is pre-miRNA - a hairpin structure with a two-

nucleotide 3′ overhang (Fig. 2A).

Features defining a pri-miRNA encompass more than just structure. Sequence motifs like 

UG and CNNC at the 5′ and the 3′ ends of the basal stem respectively can promote pri-

miRNA cleavage by Microprocessor [46, 47]. A bulged GHG motif in the stem and UGUG 

motif in the loop also contribute to the processing efficiency [46, 48]. About 80% of human 

miRNAs contain at least one of these sequence motifs, highlighting their role in pri-miRNA-

Microprocessor interaction. However, little is known about the factors binding to those 

sequence motif and the molecular mechanisms determining how they modulate 

Microprocessor activity.

Ros and Gu Page 4

Methods. Author manuscript; available in PMC 2017 July 01.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



A recent study revealed that the abundance of miRNA is not always coupled to the level of 

its primary transcripts (pri-miRNA). Instead, the susceptibility of pri-miRNA to the 

Microprocessor plays a more decisive role [49]. Therefore, the efficiency of microprocessor 

cleavage is crucial in determining shRNA abundance and function. However, limited 

understanding of the underlying mechanism makes it challenging to design an optimal pri-

miRNA-like shRNA de novo. Rather, researchers have developed shRNA based on 

endogenous pri-miRNA structures. Currently, pri-hsa-miR-30a and subsequent optimized 

backbones have been widely used as templates for shRNA production and candidate library 

screening [14, 50, 51]. Other pri-miRNA structures like pri-hsa-miR-155 [52] have also been 

used with many successes. Nonetheless, there is no systematic study to compare the 

processing efficacy among human pri-miRNAs. It is questionable whether pri-miR-30a or 

pri-miR-155 is the best starting scaffold. In addition, different cell lines present different 

processing efficiencies of individual pri-miRNA [49]. This phenomenon might reinforce the 

idea that complementary motif recognition could result in the modulation of maturation 

process in a tissue-specific manner, adding an extra layer of complexity for the design of 

“universal” shRNA platform.

 3.2. Dicer cleavage

In the cytoplasm, Dicer cuts hairpin-shaped pre-miRNA-like shRNA near the loop to 

produce an siRNA duplex [2, 53]. Dicer uses its PAZ domain to dock both the 5′ and 3′ ends 

of pre-miRNA. The 5′ monophosphate and 2nt 3′ overhang of pre-miRNA are particularly 

important for this association by providing binding specificity [54]. Functioning as a 

molecular ruler, human Dicer positions the two catalytic centers of its RNase III domain in 

~65Å from the ends of pre-miRNA. Therefore, Dicer cleaves all substrates at a fixed 

distance (65Å) from the open ends regardless of stem length. How many base pairs fit in 

such distance depends on the tertiary structure of RNA substrate. For a hairpin stem without 

mismatches or bulges, this is ~21nt counting from the 5′ end [54–57].

Of note, Dicer is a dsRNA nuclease. A stem shorter than 21 nt will place its catalytic center 

outside of the duplex region and therefore abolish cleavage. Mismatches or bulges at the 

cleavage site reduce the processing efficacy and should be avoided. In addition, a short loop 

(<5 nt) creates tension on nearby stem region, jeopardizing the duplex structure and reducing 

its accessibility to Dicer cleavage [58]. Taken everything into consideration, pre-miRNA-like 

shRNA should have well defined ends (2 nt 3′ overhang), a perfectly paired stem of at least 

21 nt in length and a loop of ≥6 nt (Fig 2A).

 3.3. Cleavage fidelity

Drosha and Dicer cleavages define sequence and function of the siRNA processed from the 

parental shRNA. It is crucial that these cleavages are precise to ensure the desired siRNA 

sequences. Achieving high fidelity from both enzymes is important to shRNA design.

As discussed above, there are two models describing how Microprocessor determines its 

cleavage site along the stem: 1) 11 nt from the basal junction or 2) 22 nt from the apical 

junction. While the former is clearly the dominant mechanism, the latter also contributes to 

certain degree in a case-by-case manner [42, 44]. To achieve precise Drosha cleavage, pri-
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miRNA-like shRNA needs be designed in a way where both models lead to the same cutting 

position. To this end, shRNA should be embedded in a 22 nt long upper stem together with 

an 11 nt long lower stem, making the total stem length ~33 nt.

Dicer is also known to produce lots of products with heterogeneous lengths, ranging from 22 

to 24 nt [59]. The two main drivers of this heterogeneity are: 1) the presence of 

asymmetrical structural motifs in the stem and 2) the loop position in the precursor hairpin. 

The presence of asymmetrical bulges and loops within the two helical turns that span the 

Dicer anchoring site and the RNase III cleavage site can interfere with the structural ruler 

[59]. Similar to Drosha, the distance between the terminal loop and the cleavage point 

servers as a secondary ruler to fine tune the cleavage site [21]. Based on this study, 

introducing a 2 nt separation from the terminal loop or an apical internal bulge can 

dramatically increase the fidelity of shRNA processing.

 4. RISC formation

Small RNA duplexes need to form a ribonucleoprotein complex called the RNA Induced 

Silencing Complexes (RISC) to exert their function. In mammals, RISC contains one of four 

Argonaute proteins at its center (Ago1–4). These have redundant functions as negative 

regulators of gene expression, but only Ago2 has slicer activity and is able to cleave a 

complementary target [60–62].

 4.1. Ago loading

Ago loading is a process in which double stranded small RNA duplexes are incorporated 

into RISC where one of the strands will be selected [63]. This is a stepwise process 

(reviewed in ref [64]). First, double stranded small RNAs associate with an Ago protein as a 

duplex, forming a non-functional complex named pre-RISC (Fig. 1). The pre-RISC is then 

transformed into a biologically active mature RISC by conversion of the associated duplex to 

single-stranded RNA. The strand retained in the Ago protein is designated the guide strand, 

while the discarded strand is referred to as the passenger strand. Slicer competent Ago 

(Ago2) accomplishes this step by cleaving the passenger RNA, the products of which are 

sequentially degraded and removed by endonuclease C3PO (Component 3 Promoter of 

RISC) [65–67]. Alternatively, a less robust unwinding process (slicer-independent) is 

responsible for activating of RISC containing non-cleaving Argonautes (hsAgo1/3/4) or 

cleaving Ago2 associated with slicing-incompetent duplex RNAs as occurs with the majority 

of endogenous miRNAs [68].

To achieve efficient RISC formation, shRNA can be designed as a perfect stem structure to 

take advantage of the Ago2 cleavage dependent unwinding [69]. Otherwise, mismatch 

between positions 2–8 and 12–15 [70, 71] or overall low thermodynamic stability of the 

shRNA stem [72, 73] will promote efficient slicer-independent unwinding. In fact, it has 

been shown that presence of a central mismatch between positions 8–10 increases shRNA 

function [74].
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 4.2. Strand selection

The decision of which strand is selected as the guide strand is determined by the 

thermodynamic stability at the end of the duplex [75, 76]. The strand with relatively unstable 

5′ end will be incorporated into RISC as the guide. It is critical for shRNA design to ensure 

loading of the desired strand. Loading of the wrong strand or mixed loading of both strands 

leads to low yields of inhibitory activity and unwanted off-target effects.

In designing Pol III driven pre-miRNA-like shRNA, it is of a good practice to avoid placing 

the guide strand in the 5 prime arm (5p) of shRNA. The 5p small RNA generated from Pol 

III driven shRNA carries a triphosphate group at the 5′ end, which may interfere with its 

incorporation into Ago2/RISC. Additionally, 5p transcripts starting with G or A are required 

for efficient Pol III transcription making them structurally unfavorable for Ago2/RISC 

loading. Instead, the guide sequence should be placed in the 3p arm and begin with U. This 

is the most preferred nucleotide for Ago2 association, and it also lowers the thermodynamic 

stability of the 5′ end, further enhancing its preferential loading onto RISC [77, 78].

 4.3. Ago-shRNA

Some miRNAs have evolved to bypass certain steps of the canonical maturation pathway. 

An interesting example of this is hsa-mir-451 that eludes Dicer activity and achieves 

maturation by cleavage from Argonaute2 (AGO2) [79]. Ago2 directly associates with pre-

miR-451, using the 5′ arm as guide and cutting the 3′ arm in the middle. The remaining part 

of the 3′ arm and loop are removed by an exonuclease PARN, leaving the 5′ arm inside 

Ago2 to form a mature RISC [80](Fig. 1).

Studies have indicated that this non-canonical maturation pathway requires features different 

from canonical shRNAs. Two crucial aspects that are defined by the nature of its structure 

are: 1) the avoidance of Dicer activity that is achieved by a short stem (19 bp) and a short 

loop (4 nt) and 2) the requirement of the slicer activity of AGO2 that is ensured by extensive 

base pairing the middle of the stem. Other hallmarks that improve the maturation process on 

this platform include un-pairing on position 35 and lower G/C content in the distal stem 

[81].

This platform is of a special interest to shRNA design as it mechanistically ensures the 

exclusive loading of the 5′ arm strand into Ago2. This not only eliminates undesired loading 

of the wrong strand, but also avoids loading of the guide strand into slicing-incompetent 

Argonautes (Ago1, 3 and 4), a potential source of off-target effects [81–85].

 5. Selection of target sequence

The last step in shRNA design is selecting the target sequence. It appears to be 

straightforward, as RNAi is famous for its ability to target “any” sequence. However, many 

issues still need to be considered to ensure potency and specificity of designed shRNAs.

 5.1. Base-pairing between guide strand and target

The model of repression relies on two conditions: 1) the degree of complementarity between 

guide strand and target, and 2) the identity of Ago involved. Effective gene knockdown can 
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be achieved by invoking the robust cleavage repression mechanism, which requires Ago2 

and near-perfect complementarity between guide strand and target. Base-pairing between 

positions 9 and 11 of the shRNA and its counterpart sequence in the mRNA are particularly 

important, as any disruption of duplex structure in this region will abolish the slicing activity 

[60]. While extensive complementarity in both the 5′ and the middle regions of guide strand 

are crucial for Ago2 mediated cleavage, base pairing at the 3′ end is not required. In fact, 

mismatches at position 18, 19, 20, 21 promote dislocation and thereby turnover rate of 

Ago2, enhancing RISC performance towards highly abundant targets [86].

Interestingly, the ternary structure of Ago-guide-target revealed that the first nucleotide of 

the guide strand does not contribute to the recognition and pairing with target mRNAs [87, 

88]. This renders the strategy to place U at the first position of the guide regardless of target 

sequence, which increases its association with Ago2, thereby enhancing repression 

efficiency [88, 89].

Mismatches between shRNA-mRNAs and/or the involvement of slicing-incompetent 

Argonautes (Ago1/3/4) induce target repression through the cleavage-independent pathway, 

which is characterized by a combination of translational repression and mRNA decay [12]. 

Although it is the dominant mechanism by which miRNA fine-tunes target mRNAs in 

animals, cleavage-independent repression (also called miRNA-like repression) is generally 

weak and therefore not suitable for gene knockdown. In fact, miRNA-like repression is a 

major source of off-target effects and should be minimized.

 5.2. Localization of the target site

In animals, effective miRNA target sites are often found in the 3′ untranslated region 

(3′UTR). This is because during translation, progressing ribosomes interfere with the weak 

binding between RISC and its target sequence in the coding region of mRNA [90]. On the 

contrary, siRNA-induced RISC cleaves target mRNA in a transient manner, which is less 

affected by translation machinery. Hence, shRNAs can be designed to have a perfect 

complementarity to target any part of the mRNA sequence.

Another factor that must be considered is the specificity of the target sequence. As many 

mRNAs from the same gene family share similar sequences, extra care is required in 

selecting target sequence to allow gene-specific knockdown. Otherwise, targeting a 

consensus sequence is a good strategy to repress expression from the entire gene family. In 

addition, alternative splicing and polyA site selection generate mRNA isoforms. To achieve 

complete knockdown of gene expression, shRNA should target sequences shared among all 

isoforms.

 5.3. Local structure of the target site

Since the RISC complex is unable to unfold structured RNA, target sequences need to be 

located in a structurally opened area for the RISC to initiate hybridization [91]. However, 

once the initial interaction has taken place through the 5′-end region, complementary base 

pairs at the 3′-end stabilize the association, allowing the RISC complex to disrupt nearby 

secondary structures to further elongate the hybridization [91–94].
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Accessibility of target sites can be measured experimentally or estimated by software based 

on minimum free energy of secondary structure which is often correlated with the AU-

richness of surrounding sequences. Of note, RNA binding proteins (e.g. HuR and DND1) 

associated with nearby sequences can alter the accessibility and mask the target site from 

RISC binding [95, 96].

 6. Off-target effects

One of the major challenges that RNAi technology faces is off-target effects [97]. Factors 

contributing to these include: 1) miRNA-like repression; 2) incorporating passenger strand 

into Ago during loading; 3) competition for limiting resources of the endogenous miRNA 

pathway; and 4) immune responses. Many efforts in addressing these issues came from 

chemical modifications on the siRNA backbone. However, for expressed shRNA where 

chemical modification is not available, solutions to these problems rely solely on design.

Although the guide strand is usually designed to specifically target one mRNA sequence 

through perfect complementarity, it will also recognize additional mRNA transcripts through 

partial base pairing and repress gene expression via the miRNA-like pathway [98, 99] (Fig. 

3). As miRNA-like repression only requires the base pairing of as few as 6 nt in position 2–7 

(seed region) of guide strand, it is nearly impossible to eliminate the miRNA-like off-

targeting completely. One strategy is to take advantage of mechanistic differences between 

on-targets and off-targets shRNA repression. Inhibition mechanism of the latter, but not the 

former, relies on a stable association between RISC and target mRNA. Designing the guide 

sequences with overall weaker binding energy to the target sequence can dramatically reduce 

the off-target while maintaining a good on-target effect [100]. Another strategy is to 

combine delivery of the shRNA with RNA decoys that could deplete its excess [101]. In 

addition, bioinformatics algorithms can predict the off-target effects on a genome-wide scale 

and therefore eliminate off-target mediated false signals in genetic screens through post run 

analysis [102, 103].

Another source for shRNAs off-target effects is derived from the competition with 

endogenous miRNAs for limiting factors involved in the processing pathway. To date, 

principal limiting factors are Argonautes and exportin-5 (XPO5), the latter of which is 

responsible for nucelocytoplasmatic export of pre-miRNA [104]. This competition with 

endogenous miRNAs results in the de-repression of their cellular targets, leading to its 

misregulation. Use of weaker promoters combined with highly potent shRNAs may alleviate 

this toxic effect. Furthermore, certain innate immune responses can be generated by the 

recognition of specific motifs both in dsRNA and ssRNA sequences. Some of the motifs that 

trigger production of inflammatory cytokines are the poly(U)- or the GU-rich sequences 

[105], which should be avoided in design.

 7. Instructions for shRNA design and cloning

Each type of shRNAs discussed here has its pros and cons (Table 1). Nonetheless, Pol III 

driven pre-miRNA-like shRNA is more prevalent and better proven than others. Details of its 
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processing are well characterized. Hence, we opt to provide here the instructions on how to 

design and clone pre-miRNA-like shRNA that is driven by the U6 promoter.

 7.1 Design of shRNA sequence (Fig. 4A)

1. Select the sequence in your target gene according to the suggestions in Section 

5.2.

2. Design the 3p arm of shRNA as the guide strand (antisense to target), leaving 

the 5p arm as passenger strand. The shRNA sequence (from 5′ to 3′) will be in 

the order of passenger strand, loop, then guide strand.

3. Start the shRNA sequence with G to accommodate the requirement of U6 

promoter (position 1). This G will be the first nucleotide of passenger strand.

4. Use U as the first nucleotide of the guide strand (position 33) to favor its 

incorporation into the Argonaute protein during RISC formation and strand 

selection.

5. Ensure positions 2 to 18 are perfectly complementary to the target site 

sequence.

6. Use C as the 19th nucleotide of the guide strand (position 51), as it will base 

pair with the first nucleotide of the passenger strand (G).

7. Design the rest of passenger strand sequence (position 2 to 19) to have perfect 

complementary to the guide strand (position 34 to 50). Together, they form a 

duplex that is 19 bp in length.

8. Design a loop sequence that is free of internal structure. Here we depict the use 

of the hsa-miR-22 loop, which has been well characterized and tested [21].

9. Use a 2 bp spacer with an arbitrary sequence between the first nucleotide of 

guide strand (U) and loop sequence (position 20 to 21), and between the last 

nucleotide of the passenger strand (A) and loop. This provides a hairpin stem 

length of 21 bp (position 31 to 32). GC or CG are preferred as strong base pairs 

to help define a clear boundary between the stem and loop.

10. Once the guide and the passenger sequences are designed as shown (Fig. 4A), 

use secondary structure prediction algorithms to make sure that there is no 

misfolding of the hairpin structure [106, 107]. Some useful bioinformatic tools 

for the design of shRNAs sequences are available online (Supplementary Table 

1).

 7.2 Cloning shRNA into expression vector

Currently, Addgene offers a wide variety of vectors suitable for cloning of shRNA designs 

under different expression cassettes and lentiviral or retroviral vectors (https://

www.addgene.org/mammalianrnai/). Of note, not all shRNA expression vectors contain 

suitable restriction sites to place the first nucleotide of shRNA sequence immediately 

adjacent to the transcription-starting site. We recommend using the PIII(U6) vector, in which 
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the last two nucleotides of U6 promoter are engineered to contain an Bgl II site (Fig 4B) 

[108].

1. Digest the PIII(U6) vector with Bgl II and Kpn I restriction enzymes..

Run digestion products on an agarose gel and purify the linearized vector.

2. Synthesize DNA oligo duplex of shRNA with overhang sequences of Bgl II 

and Kpn I. This can be achieve by following step (Fig. 4B):

a. Make the sense strand by adding 5 T’s to the end of the shRNA 

sequence (Passenger-Loop-Guide-5T).

b. Design the antisense strand by making the reverse complement of 

the sense strand.

c. Add GATC to the 5′ end of the sense strand.

d. Add GTAC to the 3′ end of the sense strand.

3. Select the target shRNA sequence for your gene of interest based on the 

previously described guidelines. Take care to ensure that the sense strand 

should start with G.

4. Phosphorylate a mix of 1 μL of each sense and antisense oligonucleotides (100 

μM) with 1 μL of the T4 Polynucleotide Kinase (PNK) in total volume of 100 

μL and incubate at 37°C for 1 hour.

5. Inactivate the PNK and denature DNA by incubating at 95°C for 5 minutes in a 

beaker of boiling water. Allow cooling to room temperature for proper 

annealing.

6. Ligate 50 ng of the digested vector with the annealed inserts with a 3-fold 

molar ratio. Ligation can be performed with Quick T4 DNA Ligase at 25°C for 

10 minutes. Do not heat inactivate the ligase as it dramatically reduces the 

transformation efficacy.

7. Transform 5 μL of the ligation mixture into Escherichia coli competent cells 

(DH5α or Stellar) according to manufacturer instructions.

8. Select colonies for screening by preferred method.

 8. Concluding remarks

Evidently, there is an intimate relationship between shRNA design and the current 

comprehension of miRNA pathways. Here, we have presented a set of design guidelines 

based on the current knowledge of the field. Despite significant advancements in our 

understanding of the underlying mechanisms over the past decade, many aspects of the 

pathway remain to be elucidated. Due to these limitations, we have proposed using the Pol 

III driven pre-miRNA-like shRNA as the optimal silencing tool. Compared to the Pol II-

driven pri-miRNA-like shRNAs, pre-miRNA-like shRNAs require less maturation steps and 

are relatively well defined.
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Nonetheless, advantages of pri-miRNA-like shRNA should not be overlooked. The rather 

complicated processing also provides opportunities to regulate and manipulate the function 

of shRNA. There is still a lot of work to be done in order to make it a “ready-to-use” 

platform. To this end, some of the aspects that should be further studied are how the 

specificity and fidelity of processing are achieved and how these steps are regulated by other 

cellular factors. Moreover, less is known about mechanisms that affect the half-life of 

shRNAs once assembled to the RISC complexes.

Although RNAi technologies have advanced, they face the advent of a competing 

technology known as CRISPR that bears its own technological niches. On one hand, 

CRISPR-Cas9 provides an extremely powerful tool to study gene function and opens the 

door to the therapeutic use of gene editing. On the other hand, its caveats such as off-target 

DNA breaks or chromosome rearrangements have permanent effects which are much more 

severe than those resulting from off-targeting by RNAi. Of note, RNAi is a mature 

technology that is already showing its efficacy under clinical trials. It can be still foreseen as 

the tool of choice for gene therapy approaches requiring the fine-tuning of gene expression. 

It has been pointed out the possible synergies of both technologies in the genome-wide 

arrayed screening [18]. Embracing both technologies is the clear choice for a better 

tomorrow.

 Supplementary Material

Refer to Web version on PubMed Central for supplementary material.
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Highlights

• Overview of the pros and cons of RNA Pol II/III promoters in transcribing 

shRNA

• Review of the structural and sequence features involved in miRNA/shRNA 

maturation

• Overview on the target sequence selection and off-target effect avoidance

• Future challenges and potentialities of miRNA-based shRNAs
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Fig 1. shRNA processing pathways
The scheme illustrates how pre-miRNA-like shRNA, pri-miRNA-like shRNA and Ago-

shRNA designs are sequentially cleaved into their mature form according to their entry 

points into the miRNA-processing pathway. The figure shows processing triggered by 

Drosha-DGCR8 complex in the cell nucleus, and after their export to the cytoplasm by 

Exportin-5, Dicer cleavage and loading into Argonaute proteins to form shRNA-RISC 

complexes.
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Fig 2. Structures involved in the different shRNA designs
Secondary structures of different shRNA designs. Triangles indicate cleavage sites of the 

RNases involved in the maturation process. Highlighted in pink is the putative location of 

shRNA guide sequence, and in red within the grey box are the described motifs. A) Pre-

miRNA-like shRNA (“first generation”), hairpin containing miR-22 hairpin B) Pri-miRNA-

like shRNA (“second generation”), based on the pri-mir-30a (note incomplete flanking 5′ 

and 3′ regions) C) Ago-shRNA based on pri-mir-451. Also see Table 1.
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Fig 3. shRNA on-target and off-target recognition of mRNA
Once loaded into the RISC complex, shRNA can trigger its inhibitory activity on mRNAs. 

High complementarity base-pairing induces on-target mRNA cleavage via slicing activity of 

AGO2,. Translational inhibition can be induced for perfectly paired shRNA-target 

complexes if AGO1, 3, or 4 are recruited to RISC instead of AGO2. Less extensive base-

pairing between the shRNA seed sequence and cellular mRNAs triggers off-target 

repression, known as the “miRNA-like effect.” This also includes translational inhibition 

and mRNA decay which can be mediated by any of the Argonaute family members (AGO1–

4).
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Fig 4. Cloning design for optimal processing of pre-miRNA-like shRNA
A) shRNA hairpin structure containing a detailed memorandum of the reported sequence 

and structural features involved in the correct processing by Dicer and loading into AGO 

proteins. B) Expression though U6 promoter (Pol III) requires a precise start and termination 

of the transcription of the shRNA hairpin. To achieve this precision on the starting of the 

transcription, the first nucleotide of the shRNA should be located 23 nt from the TATA box. 

In this scheme we show the precise location of a BglII restriction site introduced to facilitate 

this precise cloning. Below, we present an oligonucleotide design containing the passenger 

Ros and Gu Page 21

Methods. Author manuscript; available in PMC 2017 July 01.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



sequence, the loop of mir-22, the guide sequence of the shRNA, a poly(T) terminator, and 

flanked by the required BglII and KpnI overhangs.
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