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Abstract

We ask whether speakers can adapt their productions when feedback from their interlocutors 

suggests that previous productions were perceptually confusable. To address this question, we use 

a novel web-based task-oriented paradigm for speech recording, in which participants produce 

instructions towards a (simulated) partner with naturalistic response times. We manipulate (1) 

whether a target word with a voiceless plosive (e.g., pill) occurs in the presence of a voiced 

competitor (bill) or an unrelated word (food) and (2) whether or not the simulated partner 

occasionally misunderstands the target word. Speakers hyper-articulated the target word when a 

voiced competitor was present. Moreover, the size of the hyper-articulation effect was nearly 

doubled when partners occasionally misunderstood the instruction. A novel type of distributional 

analysis further suggests that hyper-articulation did not change the target of production, but rather 

reduced the probability of perceptually ambiguous or confusable productions. These results were 

obtained in the absence of explicit clarification requests, and persisted across words and over 

trials. Our findings suggest that speakers adapt their pronunciations based on the perceived 

communicative success of their previous productions in the current environment. We discuss why 

speakers make adaptive changes to their speech and what mechanisms might underlie speakers’ 

ability to do so.
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 Introduction

Speech production is context sensitive. This is most obvious and best understood with regard 

to linguistic context. For example, how a sound is articulated and pronounced depends on 

the surrounding sounds (Liberman, Cooper, Shankweiler, & Studdert-Kennedy, 1967) and its 
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position in the larger linguistic structure (e.g., due to stress assignment and other prosodic 

factors, Klatt, 1976). Speech production is also sensitive to the broader non-linguistic 

context. This includes, for example, adjustments in how we talk due to the levels of acoustic 

noise in the local environment—speakers tend to talk louder when in a noisy environment 

(known as the Lombard effect, Lombard, 1911; Van Summers, Pisoni, Bernacki, Pedlow, & 

Stokes, 1988). It also includes adjustments based on whom we are talking to. For example, 

we sometimes revert to our home dialect when talking to friends or family from that region, 

or switch to less formal registers when talking to people we know, resulting in changes to 

speech rate and clarity of articulation, among other things (e.g., Bell, 1984; Finegan & 

Biber, 2001). Sensitivity to the socio-indexical context in which speech takes place goes 

beyond adjustments to interlocutors we know. Speakers also can adjust their pronunciations 

based on types of interlocutors. For example, speech directed at adults differs systematically 

from speech directed at infants (e.g., Kuhl et al., 1997; Pate & Goldwater, 2015) or pets 

(e.g., Burnham, Kitamura, & Vollmer-Conna, 2002). Similarly, speech directed at typical 

adult native interlocutors differs from speech directed at non-native interlocutors (e.g., 

Uther, Knoll, & Burnham, 2007) or audiences with impaired comprehension (e.g., “clear 

speech”, speech directed at the hard of hearing, Picheny, Durlach, & Braida, 1986).

Examples like these illustrate that non-linguistic context can affect pronunciation. They also 

suggest that speech production is to some extent adaptive, allowing speakers to adjust their 

productions depending on their audience. These examples leave open, however, how 

dynamic such adjustments are. The present study begins to address this question. This 

question is both under-explored and of central importance to our understanding of the 

architecture underlying language production. In the longer-term, understanding adaptive 

processes holds the potential to shed light on the origin of socio-indexically conditioned 

registers, such as infant- and foreigner-directed speech. Adaptive processes may also be key 

to reconciling seemingly conflicting results in research on audience design (as proposed in 

Jaeger & Ferreira, 2013; for discussion see Jaeger & Buz, in press). Beyond contributing to 

these longer-term goals, our more immediate goal is to gain a better understanding of the 

nature of adaptation in speech. Specifically, we investigate whether and if so how speakers 

adapt their pronunciations—by hyper-articulating certain sounds—based on feedback from 

interlocutors about the communicative success of the speaker’s previous productions. This 

then leads us to investigate hyper-articulation in such situations more closely. Precisely how 

do speakers adapt their articulations in response to feedback that suggests that their previous 

utterance was perceptually confusing? And what is the likely function or goal of this 

adaptive behavior?

We approach these questions in a novel web-based task-oriented simulated partner paradigm 

for speech recording. Participants provide instructions to a partner, who—unbeknownst to 

the participant—is simulated by a computer program. This allows us to control the timing 

and type of feedback that speakers received from their interlocutors, while maintaining 

ecological validity (as indexed by ratings reported below). Specifically, we manipulate what 

feedback participants receive on individual trials about whether their partner understood 

them. We then assess the degree to which participants hyper-articulate as a function of the 

perceived communicative success of their previous productions.
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Before we describe our study in more detail, we briefly summarize previous work on the 

effect of interlocutor feedback on speakers’ articulations and highlight how the present 

experiment contributes to this literature.

 Previous work and how the present study contributes to it

Only a few studies have directly investigated the role of interlocutor feedback on subsequent 

productions. One line of research that is particularly relevant to the current goals has 

investigated the articulations of corrections following explicit clarification requests 

(Maniwa, Jongman, & Wade, 2009; Ohala, 1994; Oviatt, Levow, Moreton, & MacEachern, 

1998; Oviatt, MacEachern, & Levow, 1998; Schertz, 2013; Stent, Huffman, & Brennan, 

2008). For example, Schertz (2013, Study 1) recorded participants as they produced speech 

directed at what they believed to be an automatic speech recognition system. Target words 

either had voiced or voiceless plosive onsets (e.g., pit). On critical trials, the (simulated) 

automatic speech recognition system displayed a recognition error and requested 

clarification. Participants then had to repeat the same word. Schertz found that corrections 

were hyper-articulated (see also Maniwa et al., 2009; Oviatt, Levow, et al., 1998; Oviatt, 

MacEachern, et al., 1998; Schertz, 2013; Stent et al., 2008; for similar findings in response 

to a simulated human partner see Ohala, 1994).

Interestingly, the hyper-articulation observed in these studies was often targeted to the 

specific part of the production that seemed to have caused the misrecognition. For example, 

the (simulated) automatic speech recognition system in Schertz (2013) used more or less 

specific clarification prompts to indicate which part of participants’ productions had likely 

caused the misrecognition. Sometimes clarification prompts were general (“???”). Other 

times, prompts contained specific guesses that deviated from the target (e.g., pit) in either 

voicing (“bit?”), place (“kit?”), or manner (e.g., “sit?”). Schertz found that voice onset times 

(VOT)—the primary cue to the English voicing distinction (e.g., pit vs. bit)—were hyper-

articulated only following voicing-contrastive word prompts (e.g. “bit?”) but not when 

participants saw general prompts (“???”) or manner/place-contrastive prompts (e.g. “kit?” or 

“sit?”). Additionally, hyper-articulation after voicing-contrastive prompts was limited to 

VOTs: neither the overall amplitude nor overall word duration was hyper-articulated (see 

also de Jong, 2004; Maniwa et al., 2009; though see Ohala, 1994).

These results suggest that speakers can adapt productions of the same word immediately 

following an explicit request for clarification, and that they can do so in a targeted manner. 

Here we seek to contribute to this literature and to extend it in several ways. First, the 

majority of previous studies had participants produce words towards (simulated) automatic 

speech recognition systems (but see Ohala, 1994). There is evidence that speech directed at 

automatic speech recognition systems differs qualitatively from speech directed at human 

interlocutors (Oviatt, Levow, et al., 1998; Oviatt, MacEachern, et al., 1998; see also the 

discussion in Stent et al., 2008, p. 166). For this reason, the present paradigm employs a 

(simulated) human interlocutor.

Second, the studies summarized above employed specific requests for clarifications to elicit 

hyper-articulated productions. In those paradigms, participants typically are asked to 

produce the same word again immediately following the clarification request. This arguably 
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increases the likelihood that speakers use conscious repair strategies. While it is an open 

question whether such strategies originate in different mechanisms than more implicit 

adjustments to speech, the paradigm we present below aims to test adaptive speech behavior 

under more implicit conditions. To this end, we used a word naming paradigm that has 

previously been shown to elicit context-specific hyper-articulation (e.g., Baese-Berk & 

Goldrick, 2009; Kirov & Wilson, 2012). In this task, participants and their (confederate) 

partners sat in front of separate computer screens and saw the same three words. One target 

word was highlighted on the participant’s screen who then verbally produced it so as to get 

their partner to click on the same word on their own screen.

Critical target words had voiceless plosive onsets (i.e., /p/ as in pill). In critical trials, a 

voiced onset competitor (bill) either was or was not displayed as one of the two distractor 

words. When the voiced competitor was present on the screen, participants hyper-articulated 

the VOT on the voiceless target compared to when the voiced competitor was not present 

(Baese-Berk & Goldrick, 2009; Kirov & Wilson, 2012; for related results see also Buz, 

Jaeger, & Tanenhaus, 2014; Kang & Guion, 2008).1 Paralleling the majority of studies on 

explicit clarification requests, these hyper-articulations seem to be targeted (Buz et al., 2014; 

Kirov & Wilson, 2012; Seyfarth et al., in press). For instance, Kirov and Wilson (2012), 

found that speakers exaggerate voiceless onset plosive VOTs when a voiced competitor was 

present but not when another type of minimal contrast competitor was present.

Here, we use this paradigm to test whether the type of feedback participants receive from 

their interlocutors affects the degree to which they hyper-articulate. This allows us to embed 

the manipulation of interest (whether a speaker sees that her production was understood or 

misunderstood) in a task-oriented language game. Feedback from the (simulated) partner 

came in the form of the partner clicking the target word or a competitor. Unlike in previous 

studies with explicit clarification requests, participants did not repeat the misunderstood 

word. Rather, the program continued to the next trial. Only after intervening filler trials 

would another critical trial with the same phonetic (voicing) contrast occur. This serves our 

goal of testing adaptive speech behavior under more implicit conditions: investigating hyper-

articulations of the same contrast across words with several intervening filler trials, rather 

than repeated productions of the same word, further reduces the likelihood of conscious 

strategies.

Assessing adaptive adjustments to a phonetic contrasts across different words is also of 

theoretical interest. First, if dynamic hyper-articulation is observed under these 

circumstances, this would argue that the speech production system is substantially more 

adaptive than previously demonstrated and, we will argue, in ‘smarter’ ways than previously 

assumed. In the General Discussion, we expand on this idea and discuss a general 

framework that motivates the current work and, we hope, can help guide future work on 

adaptation. Second, as we describe in more detail below, our design also lets us test whether 

1One recent study failed to find evidence that speakers hyper-articulate voicing contrasts on syllable-final plosives for words with 
voicing contrastive minimal pairs, e.g. no hyper-articulation for words like sob (minimal pair: sop) as compared to knob (*nop) 
(Goldrick, Vaughn, & Murphy, 2013). After addressing confounds in the selection of stimuli, which reduced its statistical power, this 
study returned a null effect. A recent follow-up study on voicing contrasts in syllable-final sibilants, however, does find hyper-
articulation in the presence of a voicing competitor (Seyfarth, Buz, & Jaeger, in press).
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these hyper-articulations are context-specific: if interlocutor feedback affects subsequent 

productions of the same phonetic contrast, it could do so either across any type of context 

(e.g., hyper-articulation of subsequent voiceless plosives regardless of whether a voiced 

competitor is present or not) or only in the type of context in which the speaker previously 

experienced miscommunication.

Third, we will argue, the use of non-verbal feedback in particular allows us to evaluate a 

number of competing explanations for the effects we observe. This includes, in particular, 

explanations of our results in terms of competition processes during lexical planning (Arnold 

& Watson, 2015; Arnold, Kahn, & Pancani, 2012; Bell, Brenier, Gregory, Girand, & 

Jurafsky, 2009; Baese-Berk & Goldrick, 2009; Goldrick et al., 2013; Kahn & Arnold, 2012; 

Kirov & Wilson, 2013; Lam & Watson, 2010; for review see Jaeger & Buz, in press), 

alignment to interlocutors (Giles, Coupland, & Coupland, 1991; Pickering & Garrod, 2004), 

self-monitoring (Levelt, 1999; Levelt, Roelofs, & Meyer, 1999), or the perception-

production loop (Pierrehumbert, 2001, 2002; Wedel, 2006). We argue that a plausible 

explanation of our results requires that speakers are capable of monitoring the effect of their 

productions on their interlocutors and that this can result in hyper-articulation of subsequent 

productions.

Finally, we present additional analyses of the effect of voicing competitors and feedback on 

the distribution of articulations. These analyses can help to narrow down hypotheses about 

the function of hyper-articulation as well as the mechanisms underlying it. For example, one 

possibility is that hyper-articulation in the present paradigm leads to exaggerated targets for 

production. Another possibility is that speakers aim for the same articulatory, acoustic, or 

perceptual target (and thus, e.g., VOT value), regardless of whether or not they are hyper-

articulating. In this latter scenario, increases in the average VOT produced by speakers could 

result from changes in the shape or variance of the overall distribution of VOTs. One 

specific hypothesis that prompted us to conduct this distributional analysis is that hyper-

articulation in the present paradigm serves to reduce the probability of (unintentionally) 

producing perceptually confusable VOT values. This analysis thus also holds the potential to 

shed light on property of hyper-articulation in the presence of competitors that is, at first 

blush, puzzling. The magnitude of VOT hyper-articulation in the presence of voicing 

competitors, for example, is typically small (Baese-Berk & Goldrick, 2009; Buz et al., 2014; 

Kirov & Wilson, 2012). This has led some to question whether the function of such hyper-

articulation originates in communicative goals (e.g., Goldrick, personal communication, and 

an anonymous reviewer). The distributional analysis we present below serves as a first step 

towards addressing this question.

 Experiment

In an isolated word naming experiment, participants saw three words displayed on their 

screen and after a delay named a highlighted target word to their partner. A 2 × 3 design 

manipulated whether or not one of the two distractor words was an onset voicing contrastive 

minimal pair of the target (within-participants) and what feedback participants received from 

their partner after each utterance (between participants). Participants in the No Feedback 

group were informed at the end of each trial that their partner had made a response and to 
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prepare for the next trial. Participants in the Positive Feedback group were informed at the 

end of each trial that their partner had successfully selected the target. Participants in the 

Mixed Feedback group saw feedback similar to the Positive group but on a small number 

trials they were informed their partner had selected a different word.

We tried to establish a task environment in which successful communication was perceived 

to be relevant. This is important because there is evidence that under some circumstances 

communicative behaviors may emerge only when speakers perceive that their utterances are 

relevant to their interlocutor. For example, some studies in which interlocutors’ response 

timing suggests that they have access to information that makes audience design on the part 

of the speaker unnecessary (e.g., because the interlocutor is an informed confederate who 

already knows what the speaker will say) have not found evidence for audience design 

(Brown & Dell, 1987; Keysar, Barr, & Horton, 1998). Crucially, similar studies in which 

interlocutors were uninformed and thus exhibited “realistic” response timing have found 

effects of perspective taking (Lockridge & Brennan, 2002). In a recent review, Kuhlen and 

Brennan (2013) identify realistic timing of interlocutors’ responses and backchannels as 

more important in eliciting audience design behavior than top-down indexical information 

about the interlocutor (i.e., whether an interlocutor is described as a confederate or as a naive 

participant).

We employed a simulated partner paradigm, in which participants were told they were 

talking to a human partner over the web. In reality the partner was simulated by the 

experimental software. Critically, the partner’s response times were simulated based on 

naturalistic response time data from previous experiments (see below for details). This also 

allowed us to manipulate feedback across participants, while holding everything else 

constant including partner identity, response timing, and other partner behavior (e.g., 

changes in confederate behavior that result from repeatedly participating in the same 

experiment; cf. Heller, Grodner, & Tanenhaus, 2009).

 Method

 Participants—Sixty participants (25 female, 30 male, 5 declined to provide a gender; 

age range 18–62 years, mean = 30.18) were recruited using Amazon’s Mechanical Turk 

(www.mturk.com). All participants were self-reported native speakers of American English 

(as confirmed by listening to their audio recordings). Speakers were randomly assigned to 

one of the three Feedback conditions, until each condition had been completed by 20 

participants.

 Materials—There were 36 critical, 54 filler, and six practice trials. Critical targets were 

monosyllabic words which began with a voiceless plosive consonant (/k, p, t/, e.g. pill) and 

had an onset voicing contrastive minimal pair (/g, b, d/, e.g. bill). Filler and practice targets 

were monosyllabic words that did not begin with /k, p, t, g, b, d/. Filler and practice targets 

were presented with two phonologically unrelated monosyllabic words (e.g. target: chime 
and distractors job and hop). Critical targets were presented in one of two Voiced Competitor 

conditions. In Voiced Competitor Absent trials, critical targets were displayed with two 

phonologically unrelated monosyllabic words (e.g. pill and distractors food and hair). In 
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Competitor Present trials, critical targets were displayed with its onset voicing contrastive 

minimal pair and an unrelated monosyllabic word (e.g. target: pill and distractors bill and 

hair). All stimuli are listed in Table A.6.

We employed a Latin square design for the within-participant Competitor manipulation; 

each participant saw each critical target in either the Competitor Absent or Present 

condition. We generated one pseudo-randomized trial order for the two Latin square lists and 

used this and its reversed order to create a total of four experimental lists. Randomization 

was constrained such that one or two fillers occurred at the start, end, and between critical 

items, and no more than three critical items in the same condition occurred consequently 

(ignoring intervening filler). The three Feedback groups were presented these four lists, five 

participants per list per Feedback group.

Unlike previous studies on competitor effects in speech production (Baese-Berk & Goldrick, 

2009; Kirov & Wilson, 2012; Ohala, 1994; Schertz, 2013), we avoided repeated naming of 

the same target. Repeated mentions of words lead to reduced articulations (Arnold, 2008; 

Bard et al., 2000; Bell et al., 2009; Fowler & Housum, 1987; Lam & Watson, 2010). This 

effect might counteract or interact with the effect of interest, hyper-articulation of words in 

the presence of a minimal pair. In addition, avoiding repetition arguably reduces the 

potential for strategic effects or conscious strategies that are specific to the words presented 

in the experiment.

 Procedure—The experiment was conducted online with Mechanical Turk using 

software to record speech over the web (Gruenstein, McGraw, & Badr, 2008). A short 

demonstration of the paradigm is available at https://www.hlp.rochester.edu/mturk/demos/

simpartnerdemo/index.html.. Our lab has successfully used this web-based approach for 

spoken sentence elicitation (Jaeger & Grimshaw, 2013; Weatherholtz, Campbell-Kibler, & 

Jaeger, 2014) and speech perception (Kleinschmidt & Jaeger, 2012; Kleinschmidt, Raizada, 

& Jaeger, 2015). The present paper extends it to the study of phonetic production. 

Participants were instructed that they were taking part in an interactive communication 

experiment. The experiment began with a microphone test to ensure recording was possible. 

After that, participants read through a short task description that presented text and images 

describing their role and their partner’s role. Participants were instructed that during each 

trial their partner would hear the participant but that due to technical limitations they would 

not hear their partner. After reading the study description and giving informed consent, our 

software displayed a waiting screen and participants were asked to wait for a partner to 

register through the same online interface. After a variable delay (approximately two 

minutes), participants were informed that they had been matched with a partner. In reality, 

the partner was simulated by our experimental software.

Each trial began with a short “re-sync” screen that illustrated, at variable timing (1100–2200 

ms), establishment of a one-way audio connection to the (simulated) partner. Three words 

were then presented horizontally across the participant’s screen along with a horizontal 

timer bar at the bottom of the screen. Participants were instructed to silently read all three 

words during this initial display. After a 1500 ms delay the target was highlighted with a 
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black box surrounding the word and the timer bar began to run down (following Kirov & 

Wilson, 2012).

Participants were instructed to name the cued target to their partner. To ensure prompt 

responses, participants were instructed that trials ended when their partner responded or after 

ten seconds (signified by the timer bar). This timing was chosen based on pilot results. After 

the pre-determined partner response time elapsed (see below), the trial bar stopped and a 

three second pause followed. During this pause, the screen for the No Feedback group 

stayed the same. The Positive Feedback group saw the target word turn green and a small 

icon appear above the target that indicated their partner’s choice. The Mixed Feedback 

group saw an equivalent display for correct partner responses. However, for incorrect partner 

responses a red box and the partner icon appeared above a distractor word.

Participants in the Mixed Feedback group saw their partner make seven errors out of the 90 

filler and critical trials (no errors occurred during the six practice trials). The first error 

occurred on the second filler trial (across lists this was the second or third trial following the 

practice trials). Another four errors occurred on Competitor Present trials within the first 26 

trials. The two remaining errors also occurred during Competitor Present trials, 

approximately at trial 37 and trial 71. These later errors were included to maintain any 

assumptions about the partner’s comprehension that would have developed in response to 

the first five errors.

The speech for each trial was recorded using the participant’s own computer and 

microphone configuration. Each trial was saved to a server for analysis (Gruenstein et al., 

2008). After the experimental trials were completed, each participant was presented with a 

post-test survey that collected demographic information and assessed participants’ response 

to the study and simulated partner.

 The simulated partner—We took a number of steps to make the simulated partner 

believable. Speakers are exquisitely sensitive to the timing of feedback from interlocutors. 

For example, unnatural timing can lead participants to not engage in perspective-taking or 

other communicative behaviors (for review see Kuhlen & Brennan, 2013). For this reason, 

we calculated realistic partner response times based on data from similar experiments with 

naive participants. Specifically, partner response times were modeled as the sum of three 

components. The first was the time it would take a speaker to initiate articulation once the 

target word had been indicated. We estimated these speech onset times from a picture 

naming study (Buz & Jaeger, 2015). The materials used by Buz and Jaeger resembled the 

current stimuli in that they were monosyllabic. Second, we considered the time it would take 

a listener to recognize and select the target word, measured from speech onset. We estimated 

these response times based on data from a 4-alternative forced choice picture selection study 

that— like the simulated participant in the present study—had participants click on the 

target (Clayards, Tanenhaus, Aslin, & Jacobs, 2008). Like the current experiment, Clayards 

and colleagues used monosyllabic target and distractor words. Finally, we considered that 

speech onset latencies and response times tend to become faster throughout experiments, 

due to practice effects. We estimated this speed-up for both speech onset latencies (against 

the picture naming experiment) and response times (against the 4-alternative forced choice 
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picture selection experiment) to obtain trial-by-trial simulated speech onset latencies and 

response times. These were summed to obtain the overall response time for each trial. 

Response times of the simulated partner ranged from approximately 3100 ms for the first 

practice trials and decreased to approximately 2800 ms over the course of the study 

(measured from the time the target was highlighted on the participant’s screen). Initial 

piloting confirmed that these were response times felt natural (see below also).

To further increase the believability of the partner, participants were allowed to request an 

extended break of up to five minutes from their partner via a button press during the inter-

trial interval. Critically, participants had to wait for partner approval to take these longer 

breaks. During these breaks, when participants wanted to continue the experiment, they had 

to alert their partner (again through a button press), who would respond with variable delay 

to the request to continue. On occasion, the (simulated) partner indicated readiness to 

resume the experiment prior to the participant requesting to continue the experiment. Our 

software limited participants to two long breaks (the simulated partner denied additional 

requests for breaks) to keep the experimental session within an hour’s length.

 Believability of the (simulated) partner—We assessed the believability of the 

simulated partner by asking participants a series of increasingly targeted questions about 

their partner’s behavior. We chose this stepwise approach to reduce possible biases in 

participants’ responses. Our assessment was scripted and automatic, further reducing biases 

that might arise from an interviewer (in face-to-face post-experimental interviews) or from 

non-systematic unscripted assessments. Questions were presented on separate screens, 

which prevented participants from returning to previous screens to change their responses. 

On the first screen, we asked participants to rate the their connection quality on a 1–7 scale 

(poor to good, mean = 6.5; SE = .1). On the second, we asked participants to rate two 

aspects of their partner’s response time (“How fast would you say your partner responded?” 

and “How much delay in transmitting the sound between you and your partner would you 

estimate was there?”). Participants rated their partners as fairly fast responders (1–7 scale, 

slow to fast; mean = 6.3, SE = .1). When asked to rate the amount of audio transmission 

delay between them and their partner they rated the delay as low (1–7 scale, no delay to very 

delayed; mean = 1.6, SE = .1). This suggests that the partner response times that we 

programmed were sufficiently natural to be neither too fast (e.g., responses before speech 

initiation), nor too slow.

On the third screen, we asked participants to comment on the experiment and on their 

partner (“Did you notice anything weird during the experiment?”). Two participants noted 

technical issues.2 One participant commented that their partner’s response times were very 

“consistent” (although—as outlined above—response times did, in fact, change throughout 

the experiment). One participant stated their partner occasionally misidentified voiceless for 

voiced segments. Nine participants explicitly stated that they did not believe they had a 

partner. Of these nine participants, one was in the Mixed Feedback group, three were in the 

No Feedback group and five were in the Positive Feedback Group. A χ2–test of 

2Our software defaulted to sending participants directly to the post experiment survey if any technical issues occurred. Participants 
were informed this was due to an inability to effectively reconnect them with their original partner or to a new partner.

Buz et al. Page 9

J Mem Lang. Author manuscript; available in PMC 2017 August 01.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



independence found that Feedback groups did not significantly differ in the number of 

participants who stated they did not believe they had a partner (χ2(2) = 3.14, p = .21). These 

nine participants were excluded from further analysis (subsequent analyses indicated that 

these exclusions did not affect the conclusions drawn below).

In summary, the majority of participants (N = 51 out of 60, 85%) did not make any 

comments indicating that they found anything odd either about the experiment or their 

(simulated) partner. This suggest that the simulated partner was convincing for most 

participants. This is encouraging for future web-based studies within the simulated partner 

paradigm. All participants were fully debriefed about the actual study design at the end of 

the experiment.

 Acoustic annotation and data exclusion—The speech onset latencies, voice onset 

times (VOT), and word durations of critical targets were manually annotated and measured 

using Praat (Boersma & Weenink, 2014) by seven research assistants trained by the first 

author. Annotators were blind to experimental conditions; annotations were checked by the 

first author. Speech onset latency was the time between the presentation of the target word 

cue and the onset of the target word. This onset was determined as the point of zero-

amplitude on the waveform nearest the plosive release of the target word. VOT was defined 

as the time between word and vowel onset. Vowel onset was defined as the point of zero-

amplitude on the waveform nearest the onset of periodicity (this follows the procedure used 

by Baese-Berk & Goldrick, 2009). Word duration was measured as the time from word onset 

until when no visible speech was present in the waveform or spectrogram, which was 

confirmed acoustically. During annotation recordings were marked for disfluencies, 

mispronunciations, and noise or other recording issues that prevented annotation. Inter-

annotator agreement was assessed by having annotators code one participant and Pearson’s r 

was calculated over VOT values between each pair of annotators and averaged. Mean 

pairwise r was .9 (range .71–.99).

Aside from the nine participants excluded for not believing their simulated partner, no other 

participants were excluded. Tokens were excluded for disfluencies, mispronunciations, noise 

obscured word or vowel onsets, and recording issues (1% of all tokens).

Two participants in the Mixed Feedback group produced a subset of their productions with 

highly hyper-articulated articulations (e.g. pill as [phI.Iɫ or [ph (..) Iɫ]). This behavior was not 

observed in the other Feedback groups. These productions starkly differed from all other 

productions (one of these two speakers essentially produced bisyllabic utterances). Such 

strong hyper-articulation is consistent with our prediction that perceived miscommunications 

will affect hyper-articulation but may unduly bias our results. For these reasons, these hyper-

articulated tokens were excluded from further analysis (1% of all tokens). Finally, tokens 

that constituted outliers in terms of their log speech onset latency, log word duration, or VOT 

(by-participant absolute z-score value > 2.5) were removed from further analysis (6% of all 

tokens). Subsequent analyses indicated that these exclusions did not affect the conclusions 

drawn below. This left 1679 data points from 51 participants for the remainder of the 

analysis.
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 Predictions of the effect of Feedback on speech—Of primary interest to the 

present study is the effect of Feedback. If the perceived communicative success of previous 

productions affects subsequent articulation, we expect Feedback to affect VOT production. 

Whether this hypothesis predicts a difference between the No and Positive Feedback 

condition depends on whether participants (on average) assume that their partners should 

understand them given the task constraints of the paradigm. Here, previous work is 

informative. Although not intended as a manipulation, two previous studies using the 

competitor paradigm differed in the type of feedback participants received. Baese-Berk and 

Goldrick (2009) provided no feedback to participants as to whether they had been 

understood. Participants only saw when their partner responded. Kirov and Wilson (2012) 

provided positive feedback after each trial. This makes these two studies very similar to our 

No Feedback and Positive Feedback groups, respectively. The two studies found comparable 

effects of competitors, with slightly smaller effects in Kirov and Wilson’s study, compared 

to Baese-Berk and Goldrick’s. We thus tentatively predict little difference between the No 

Feedback and Positive Feedback groups.

If the perceived communicative success of previous productions affects subsequent 

articulation, we do, however, expect the Mixed Feedback groups to differ from the other two 

groups. Fig. 4 illustrates possible outcomes assuming that our paradigm replicates the 

Competitor effect found in previous work (Baese-Berk & Goldrick, 2009; Kang & Guion, 

2008; Kirov & Wilson, 2012). We can distinguish between two outcomes. One possibility is 

that Mixed Feedback leads to additional hyper-articulation that is not context-specific and in 

this sense context-general. In this case, we should see two main effects of Competitor and 

Feedback, and no interaction between Feedback and Competitor (see Fig. 1, middle row). 

Alternatively, Feedback may lead to context-specific hyper-articulation. This would be 

reflected in main effects for Competitor and Feedback and an interaction between the two, 

such that the Competitor effect is larger in the Mixed Feedback group.

Finally, if we do not see an effect of Feedback, but replicate the Competitor effect (Fig. 1, 

top row), this would suggest that perceived communicative success does not affect speakers’ 

subsequent productions or that speakers were not cooperative.

 Main analysis: effects of Competitor and Feedback on speech—All analyses 

were conducted using mixed effect linear regression with fixed effects for Competitor and 

Feedback, and the maximal appropriate random effect structure (i.e., random by-participant 

intercepts and slopes for Competitor as well as random by-item intercepts and slopes for 

both Competitor and Feedback). Dependent measures and continuous independent measures 

were centered. Competitor was contrast coded (+1, −1); Feedback was Helmert coded: the 

first contrast compares differences between the No and Positive Feedback groups (−1, +1, 

0); the second contrast compares differences between the Mixed Feedback group and the 

joint mean of the No and Positive Feedback groups (−1, −1, +2). Significance and p-values 

are based on the χ2-test of the change in deviance between the models with and without the 

predictor of interest.

 Voiced Competitor and Feedback effects on VOT hyper-articulation—VOT 

means and standard deviations for each condition are summarized in Table 1. Fig. 2 
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visualizes VOTs across the Competitor and Feedback manipulations. Table 2 summarizes 

the mixed regression analysis of VOTs.

VOTs of target words were significantly longer in Competitor Present trials, compared to 

Competitor Absent trials (β̂ = 4.1; t = 5.2; p < .01). This effect was significantly larger in the 

Mixed Feedback group than in the other two groups (β̂ = 1.1; t = 2.1; p < .05). The effect of 

Competitor did not significantly differ between the Positive and No Feedback groups (β̂ = .1; 

t = .1; p > .5).

A simple effects analysis revealed that VOTs significantly differed between Competitor 

Present and Absent trials in all three Feedback groups (ps < .05) and that VOTs in 

Competitor Absent trials did not differ across Feedback groups (p’s > .2).

 Interpretation: We find that speakers hyper-articulate VOTs when a voiced competitor is 

present, replicating Baese-Berk and Goldrick (2009) and Kirov and Wilson (2012). The 

overall difference in VOT between trials with and without voiced competitors is 8.1 ms. This 

is similar to previous work that has investigated VOT hyper-articulation (5 ms Baese-Berk & 

Goldrick, 2009; 2 ms Kirov & Wilson, 2012; 9 ms Schertz, 2013). Critically, we find that 

speakers increase the degree to which they hyper-articulate VOT based the feedback they 

receive from their partners: Speakers in the Mixed Feedback group hyper-articulated VOTs 

at least twice as much as speakers in No Feedback and Positive Feedback groups (difference 

in VOTs between Voiced Competitor Present vs. Absent conditions, No Feedback: 4.9 ms; 

Positive Feedback: 6.4 ms; Mixed Feedback: 12.8 ms; see Table 1).

The simple effect analyses further suggest that speakers across all three Feedback groups 

had similar VOTs in the Competitor Absent trials. They only differed in how they produced 

VOTs in Competitor Present trials. This suggests that speakers in the Mixed Feedback group 

adjusted their VOT productions for precisely those critical trials that seemed to cause the 

most problems for their partner (recall that six out of seven partner errors in the Mixed 

Feedback condition occurred on critical trials with a voiced competitor). This makes the 

hyper-articulation observed here context-specific.

Before we discuss the broader implications of the present study, we present additional 

analyses of the distribution of VOTs that speakers produced in the different conditions. The 

aim of these analyses is to shed light on the function or goal of the observed hyper-

articulations.

 Why hyper-articulate VOT by a few milliseconds?—Our analyses, up to this point, 

have followed previous work by assessing mean differences in VOTs across our 

experimental manipulations of Competitor and Feedback. This approach reduces the 

dimensionality of the data, making it simpler to visualize and analyze. However, as we 

demonstrate here, it also risks missing important properties of the data. Identical differences 

in means can be caused by qualitatively rather different changes in the distributions. 

Hypotheses about the cause of hyper-articulation in the present study that are not 

distinguishable in terms of effects on mean VOTs might be distinguishable if we analyze 

effects on the overall distribution of VOTs.
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Fig. 3 illustrates three possible scenarios that lead to the same effect of the Competitor on 

mean VOT, but differ in the effect of the Competitor on the distribution of VOTs. To 

facilitate comparison to the analyses we present below, the VOT distributions for the 

Competitor Absent condition (identical across all three panels of Fig. 3) are estimated under 

the assumption of normality from the mean and variance of the actual VOTs in the 

Competitor Absent condition. All three panels show an 8 ms increase in VOT from the 

Competitor Absent to the Competitor Present conditions, approximating the mean 

Competitor effect observed across all three Feedback groups. The three panels differ, 

however, in how this 8 ms difference comes about. In the left panel, only the mean is 

affected (this is essentially the assumption that an ANOVA analysis makes). In the middle 

panel, both the mean and the variance are affected. Finally, in the right panel, the Competitor 

Present condition also differs in its skewedness, making it non-normal.

In the left panel, all quantiles of the two distributions differ by 8 ms (e.g. the 5th quantile, 

mode, mean, and 95th quantile values all differ by 8 ms). In the middle panel the 5th 

quantile values differ by less than 8 ms, the mode and mean both differ by 8 ms, and the 

95th quantile values differs by more than 8 ms. In the right panel, the 5th and 95th quantile 

values differ by more than 8 ms, the mean differs by 8 ms, and the mode differs by less than 

8 ms.

Critically, determining how the distributions differ can shed light on why speakers hyper-

articulate in the current paradigm. For example, an 8 ms increase in VOT, from 90 ms to 98 

ms (cf. Table 1), is unlikely to serve a communicative purpose. While there is some inter-

talker variance in the category boundary between voiced and voiceless plosives, the 

boundary typically lies around VOTs of 20 ms (for /p/) to 33 ms (for /k/) (estimated from 

speech analyses of reading data in Chodroff, Godfrey, Khudanpur, & Wilson, 2015). Hyper-

articulating a sound that is far away from the category boundary by another 8 ms would 

therefore be unlikely to make it less confusable to the listener.3

We argue, however, that thinking about differences in mean VOTs in this way is likely to be 

misleading. Consider what a hypothetical rational or boundedly rational speaker with the 

goal to be understood should aim to do when producing a voiceless plosive in the context of 

a voiced competitor. The speaker wants to increase the probability that her productions are 

understood, while perhaps taking into account the articulatory effort that would be required. 

To a first approximation then, the speaker would try to avoid producing perceptually 

confusable VOTs, specifically, VOTs that are close to the category boundary. Critically 

though, articulation is implemented through a noisy motor system. Thus speakers do not 

have deterministic control over the actual VOT they produce. A rational articulatory 

planning system should take this into account (as has been proposed for motor planning, 

e.g., Harris & Wolpert, 1998; Trommershäuser, Maloney, & Landy, 2008; Todorov & 

Jordan, 2002; Wei & Körding, 2008; for articulation, see Houde & Nagarajan, 2011). The 

best a speaker who is willing to invest more effort into producing a specific VOT target can 

do is reduce the probability of producing perceptually confusable VOTs (cf. Jaeger & 

Ferreira, 2013).

3We thank an anonymous reviewer and Matt Goldrick for bringing this reasoning to our attention.
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This can be achieved in at least two ways. If there are no other constraints on the target of 

articulation, the speaker could simply increase the target VOTs (i.e., the mode of the VOT 

distribution she is aiming for), shifting the VOT distribution for voiceless plosives to the 

‘right’. This corresponds to the left panel of Fig. 3. If, on the other hand, speakers prefer not 
to deviate from the target VOT or to limit deviation from the target VOT (e.g., because long 

VOTs require more effort or because VOTs that are prototypical for the intended category 

are preferred) then the most effective strategy for a rational speaker is to reduce the variance 

‘left’ of the mode. This latter scenario corresponds to the right panel of Fig. 3. Both of these 

options would reduce the probability of perceptually confusable VOT values. For example, 

VOT differences of 8 ms at or near the category boundary strongly affect comprehension (cf. 

McMurray, Aslin, Tanenhaus, Spivey, & Subik, 2008; McMurray, Tanenhaus, & Aslin, 

2002).

In short, whether or not an 8 ms increase in mean VOT could plausibly serve a 

communicative purpose depends on the underlying change in the distribution of VOTs. This 

motivates the distributional analyses we present next. We note that analyzing distributional 

changes in speech was not an initial focus of the current study. Thus, all the analyses 

presented below are post hoc. Nonetheless we believe they provide valuable insights that can 

advance our understanding of adaptation and guide future work.

 Analyzing Voiced Competitor and Feedback effects on the distribution of 
VOTs—To understand how the distribution of speech changed in the current study we 

analyzed differences in the 5th and 95th quantile, mean, and mode values of VOTs across 

our manipulations of Competitor and Feedback. As there is no parametric test for differences 

in the first three of these values we conducted a non-parametric bootstrap. We split all 

productions into six bins based on our 2 × 3 experimental design and resampled each bin 

with replacement 2000 times. This method ignores the clustering of our data due to repeated 

measures from participants and items. This analysis is computationally simpler than 

resampling over clustered data. Importantly, the estimates obtained from the bootstrap 

analysis closely resemble the estimates from the linear mixed regression analysis reported 

above which does take into account the repeated measures structure of our data suggesting 

no undue bias in this un-clustered approach. For each sample we calculated the 5th and 95th 

quantile, the mean, and mode (the highest probability density in a Gaussian kernel density 

estimator). We report the median value of each statistic across all 2000 samples.

Fig. 4 visualizes the estimated density distributions of VOTs across the Competitor and 

Feedback conditions. Table 3 summarizes the estimated statistics for the Competitor effect 

for each Feedback group. Significance levels reflect the proportion of samples for which the 

difference across conditions was less than or equal to zero (e.g., in Table 3, p < .05 indicates 

that the statistic for Competitor Present trials was equal to, or less than, the statistic for 

Competitor Absent trials on fewer than 5% of the samples).

Mean VOTs were larger in Competitor Present trials than in Competitor Absent trials (p’s < .

03), replicating the main effect of Competitor reported above. Similar or larger effects were 

also observed for the 5th quantiles in the Positive and Mixed Feedback groups (p’s < .04), 

but not in the No Feedback group (p = .56). The 95th quantiles were numerically larger in 
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Competitor Present, compared to Competitor Absent, trials across all Feedback groups, but 

this difference was only significant in the Mixed Feedback group (p < .01). Interestingly, 

mode VOTs did not differ between Competitor Present and Competitor Absent trials (p’s > .

25; cf. the peaks of the distributions in Fig. 4).

Table 4 summarizes the statistics for the difference in the Competitor effect across Feedback 

groups (i.e., the interaction between Competitor and Feedback). There was a significant 

interaction between Competitor and Feedback such that the difference in mean VOT 

between Competitor Present and Competitor Absent trials was greater for speakers in the 

Mixed Feedback group than in the other two groups (p = .01), replicating the main analysis. 

The difference in 5th quantile differences was marginally larger for the Positive Feedback 

group compared to the No Feedback group (p = .07) and significantly larger for the Mixed 

feedback group as compared to the other two groups (p = .04). The difference in 95th 

quantile differences was marginally larger in the Mixed Feedback group compared to the 

other two groups (p = .08). Unsurprisingly given the uniform lack of an effect of Competitor 

on the mode of VOTs, there was no interaction between Competitor and Feedback on VOT 

modes (p’s > .5).

 Interpretation—The effects we observe for mean VOTs replicate our main analysis: 

VOTs were on average longer in the presence of a voiced competitor and this difference was 

larger for participants in the Mixed Feedback group, compared to the No and Positive 

Feedback groups. Critically, we further find evidence that speakers in the Positive and Mixed 

Feedback groups successfully reduced their probability of producing perceptually 

ambiguous or confusable VOTs.

This was particularly clear for speakers in the Mixed Feedback group, who successfully 

avoided producing short VOTs of 25–30 ms, reducing the probability of VOTs close to the 

category boundary (see Fig. 4). Interestingly, participants achieved this while holding the 

mode—and thus the likely target of their productions—almost constant.

 General discussion

We find that speakers hyper-articulated VOTs of voiceless onset plosives in the presence of a 

voiced competitor. hyper-articulation was greater for participants who occasionally 

experienced misunderstanding, where their (simulated) partner clicked on the wrong word. 

The effect of interlocutor feedback on mean VOTs was driven by changes to the overall 

distribution of VOTs; participants in the Mixed Feedback group produced fewer VOTs that 

were close to the /p/-/b/ category boundary, thereby likely reducing the average perceptual 

confusability of their productions.

We first discuss our finding in relation to previous results, beginning with research on the 

role of interlocutor feedback on articulation. We then discuss the full set of results in the 

broader context of research on causes of pronunciation variation. This leads us to ask how 

effects of interlocutor feedback can be integrated into models of speech production. We 

discuss two possibilities—one in terms of adaptive or learning processes that sub-serve the 

goal of robust communication, the adaptive speaker framework, and one in terms of 
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competition during lexical planning. We close by identifying central questions the adaptive 

speaker framework raises for future research.

 Previous work on interlocutor feedback

Previous research on interlocutor feedback has shown that immediately following requests 

for clarifications speakers make targeted changes to their subsequent articulations (Maniwa 

et al., 2009; Ohala, 1994; Oviatt, Levow, et al., 1998; Oviatt, MacEachern, et al., 1998; 

Schertz, 2013; Stent et al., 2008). Our results show that interlocutor feedback can induce 

subtle changes, specifically millisecond changes in VOT can be hyper-articulated (see also 

Kirov & Wilson, 2012; Schertz, 2013).4 Taken together this body of work shows that hyper-

articulation can be “a targeted and flexible adaptation rather than a generalized and stable 

mode of speaking” (Stent et al., 2008, p. 163).

Previous studies tested whether speakers can make targeted modifications to their speech 

signal when they are aware that (a) there has been a misrecognition such that the previous 

utterance had not been successful and (b) receive clear information about the likely source of 

the problem. Therefore, it could be argued that targeted hyper-articulation is restricted to 

situations where the speaker adopts a conscious strategy to explicitly correct misunderstood 

words.

Several aspects of our design were motivated by the goal to study interlocutor feedback 

under more implicit conditions. First, we did not elicit corrections or clarifications. Each 

trial ended with the partner selecting a word and participants had no opportunity to correct 

themselves. Second, because participants believed they were interacting with a human 

partner, they would not have used registers associated with computer-directed speech. Third, 

misrecognitions were rare: only seven of 90 trials in the Mixed Feedback condition ended in 

a misrecognition. Finally, the type of trials that most frequently led to misrecognitions 

(Competitor Present trials) occurred on only 18 of 90 trials, with on average 3.5 trials 

between Competitor Present trials.

Our exclusion criteria further contributed to our goal of testing hyper-articulation under 

more implicit conditions. We only included data from participants who seemed to believe 

that they were communicating with a human partner; none of the participants included in our 

analysis reported anything unusual about the partner’s behavior. We further excluded all 

utterances that our annotators considered to be clearly due to conscious hyper-articulation 

(“P-H-ill”). This does not rule out the possibility that some participants became aware that 

there were trials with voiced competitors (or, in the Mixed Feedback condition, that these 

4It is theoretically possible that the changes to VOT we observed are not targeted, but rather the side-effect of non-targeted hyper-
articulation of entire words, thereby proportionally lengthening VOT among other phonetic variables. Space limitations prevent us 
from discussing this possibility in detail. We note, however, that previous studies have found the Competitor effect to be targeted 
(Kirov & Wilson, 2012). Additional analyses of the current data confirmed that the Competitor effect was clearly targeted to VOTs 
(though there also was some non-targeted hyper-articulation; see also Buz et al., 2014). In the Mixed Feedback condition, one 
participant exhibited clearly non-targeted hyper-articulation. When we excluded this participant, the enhanced VOT hyper-articulation 
in the Mixed Feedback condition compared to the No and Positive Feedback condition was marginal (.1 > ps > .05, depending on the 
specific statistical test). However, this exclusion reduced the power of the between-participant Competitor-by-Feedback interaction. 
More research will be needed to address this issue.
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trials were more likely to cause misrecognition). It does, however, suggest that adaptive 

hyper-articulation is not limited to clarifications or corrections.

The present study also adds to previous work in that we observed hyper-articulation in the 

absence of immediate repetition of the same word. This suggests that interlocutor feedback 

can lead to hyper-articulation that is not word-specific, though possibly specific to a 

phonetic feature across words. This suggests that our effects of feedback are unlikely to be 

due to short-term effects, such as phonological priming. Moreover, our results suggest the 

longevity of feedback-induced hyper-articulation may depend on specific task constraints.

Finally, we found that feedback only affected the degree of hyper-articulation in the presence 

of a voiced competitor, rather than lengthening VOTs in both Competitor conditions. Recall 

that six of the seven times when participants in the Mixed Feedback condition saw their 

partner misunderstand them, the partner selected the voiced competitor (the remaining trial 

was a filler trial without a voiceless target or voiced competitor). Participants thus seem to 

hyper-articulate VOTs only in the context in which they previously perceived their 

interlocutor to misunderstand them. This context is not defined by specific words, but rather 

by pairings of specific types of words. It is possible, then, that these feedback effects are 

context-specific, although future work is necessary to confirm this. In summary, our results 

contribute to, and expand upon, previous findings that feedback from interlocutors can be an 

important factor in articulatory planning.

Although our study demonstrates hyper-articulation under more implicit conditions than 

previous studies, one might still argue that the results arise from a conscious strategy. 

Therefore, it is important to consider what it would mean for a conscious strategy to have a 

targeted effect on articulatory decisions that result in millisecond changes to the distribution 

of VOTs that are likely to reduce perceptual confusions for the listener.

Theorists agree that considerations of communicative success affect speaker’s choices. 

Moreover, these considerations may differ in the extent to which the speaker is consciously 

aware of implementing them. The debate is about the degree to which these considerations 

affect linguistic and articulatory planning. Some find it useful to distinguish between 

automatic and strategic processes (for some examples in the literature see Horton & Keysar, 

1996; Dell & Brown, 1991; Arnold, 2008; Bard et al., 2000; Pickering & Garrod, 2004; 

Shintel & Keysar, 2009). Automatic processes underlie normal production processes, 

whereas strategic processes represent special-purpose adjustments. Increasing the volume of 

one’s utterances and choosing to speak more slowly and clearly (non-targeted, across-the-

board hyper-articulation) could arguably be attributed to conscious decisions that have 

global effects on production. If, however, choices, even conscious ones, have targeted effects 

on low level processes and especially if those choices are adaptive, and generalize, then in 

our view, the automatic versus conscious distinction becomes much less useful. More 

research investigating targeted effects in production will be important for clarifying these 

issues.
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 Previous work on pronunciation variation

Previous research on pronunciation variation argues that speakers adapt their pronunciations 

as a function of alignment with interlocutors (e.g., Babel, 2010; Giles et al., 1991; Hay, 

2000; Sanchez, Hay, & Nilson, 2015; possibly partly with social goals; for discussion, see 

Campbell-Kibler, 2010; Foulkes & Hay, 2015; Weatherholtz et al., 2014) or due to, for 

example, competition processes during lexical planning (Arnold et al., 2012; Baese-Berk & 

Goldrick, 2009; Kahn & Arnold, 2012; Watson, Buxó-Lugo, & Simmons, 2015; for 

discussion, see Buz & Jaeger, 2015; Jaeger & Buz, in press). The present results and the 

studies discussed in the previous section show that feedback from interlocutors also 

influences pronunciation variation. How might existing models of speech production 

accommodate these feedback effects? Alignment processes cannot be the source of the 

effects because participants in our study did not receive spoken input from their partner (see 

also, e.g., Maniwa et al., 2009; Ohala, 1994; Oviatt, Levow, et al., 1998; Schertz, 2013; Stent 

et al., 2008). The absence of spoken input also rules out an account based on a perception-

production loop between interlocutors (as proposed in Pierrehumbert, 2001; Wedel, 2006). 

The idea behind the perception-production loop is that speakers productions are influenced 

by previously experienced exemplars stored in memory, which are assumed to contain rich 

sub-phonemic detail. Since only exemplars from successfully recognized words are assumed 

to be stored in memory, comprehension serves as a filter: on average, only exemplars that 

were sufficiently recognizable in the context in which they occurred will be reproduced 

through the perception-production loop between interlocutors (see also Guy, 1996; Ohala, 

1989). Because spoken input to participants is required for the perception-production loop to 

explain hyper-articulation, it cannot explain our results. Thus, while the perception-

production loop might play an important role in understanding how phonetic representations 

change over time, effects of interlocutor feedback suggest that additional mechanisms 

contribute to pronunciation variation. We now consider two mutually compatible candidates 

for such a mechanism. The first appeals to adaptive or learning processes, the second to 

processes inherent to the demands of lexical planning.

 Why does interlocutor feedback affect subsequent productions?

 The adaptive speaker—In the framework that motivated the present work, speakers 

monitor the effects of their productions on their interlocutors. They adapt their utterances 

based on interlocutor feedback with the goal of facilitating successful communication. 

Speakers hyper-articulate in trials with voiced competitors because they perceived their 

previous productions in similar contexts to be unsuccessful in that they led to 

misrecognitions.

This accounts for both the effects of Competitor and Feedback: speakers hyper-articulate 

utterances in contexts that are a priori more confusable and hyper-articulate more when they 

have additional evidence that they might be misunderstood. It also accounts for the results 

from our distributional analyses: once speakers have evidence that their previous productions 

were not sufficiently clear in the context of a voiced competitor, they invest additional effort 

to reduce the variance around the intended (perceptual or VOT) target; specifically, speakers 

should primarily aim to reduce variance along the task-relevant dimension (cf. similar 

proposals in models of motor adaptation Trommershäuser, Gepshtein, Maloney, Landy, & 

Buz et al. Page 18

J Mem Lang. Author manuscript; available in PMC 2017 August 01.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



Banks, 2005; Wei & Körding, 2008; for the role of goals in language processing and 

production, see Brown-Schmidt, Yoon, & Ryskin, 2015; Kuperberg & Jaeger, 2016). In the 

present case, an adaptive speaker should aim to reduce the probability of producing short, 

perceptually confusable VOTs. Therefore, the increase in very long VOTs is either an 

inevitable consequence of this goal (rather than being intended itself) or arises because 

speakers are sometimes willing to invest additional effort to produce hyper-articulated 

pronunciations.

How might feedback from interlocutors come to affect subsequent production? Previous 

research shows that speakers can dynamically adjust their pronunciations based on 

perception of their own speech. Perhaps the strongest evidence comes from perturbation 

studies (Houde & Jordan, 1998; Purcell & Munhall, 2006; Villacorta, Perkell, & Guenther, 

2007). In these studies, participants produce words while wearing sound insulating head 

phones. Speakers productions are manipulated in real-time and played back through the head 

phones. For example, speakers might aim to produce the word pen but hear themselves say 

pan (e.g., Houde & Jordan, 1998; Purcell & Munhall, 2006). Speakers subsequently adapt 

their articulations, counter-acting the unintended shift they perceived in their own speech. 

Adaptations like these can be attributed to internal or external self-monitoring (see also 

Huettig & Hartsuiker, 2010; Jacobs, Yiu, Watson, & Dell, 2015) or—perhaps equivalently 

(cf. Pickering & Garrod, 2013, p. 9)—to changes to forward models underlying articulation 

(as proposed in Jaeger & Ferreira, 2013; for specific models, see Hickok, 2012; Houde & 

Nagarajan, 2011; Tourville & Guenther, 2011) or selection between different forward 

models (similar to recent proposals for speech perception, Kleinschmidt & Jaeger, 2015).

Effects of interlocutor feedback suggest that speaker’s monitoring goes beyond encapsulated 

self-monitoring. Speakers also seem to integrate information from their interlocutors about 

the quality of their utterances. The mechanisms that implement this feedback into an 

adaptive change to subsequent behavior may, nonetheless, be the same as those that underlie 

adaptive responses in perturbation studies (cf. Jaeger & Ferreira, 2013). This would provide 

a straightforward way to integrate interlocutor feedback into existing models of speech 

production. Similar reasoning could be extended to possible effects of more implicit 

information about the communicative success of previous productions (such as hesitation or 

visible confusion of interlocutors, which speakers have been argued to be sensitive to; for 

review, see Jokinen, 2009). More generally, an adaptive speaker framework can 

accommodate the importance of communicative goals in understanding pronunciation 

variation (see also Brown-Schmidt & Tanenhaus, 2008; Fox Tree & Clark, 1997 Galati & 

Brennan, 2010; Jaeger, 2013; Kohler, 1990; Lindblom, 1990, among others; for review, see 

Jaeger & Buz, in press). Here, we have focused on adaptive or learning processes across 

productions, leaving open whether or not speakers continuously simulate the knowledge 

state of their interlocutors (see Brown-Schmidt et al., 2015; Horton & Gerrig, in press). 

Next, we discuss an alternative explanation of interlocutor feedback effects in terms of the 

dynamics of lexical planning.

 Increased lexical competition due to visual feedback—Several recent papers 

argue that some, if not all, apparent effects of communicative demands on articulation may 

be attributable to processes inherent to lexical planning (e.g., Arnold & Watson, 2015; 
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Arnold et al., 2012; Bell et al., 2009; Kahn & Arnold, 2012; for review see, Jaeger & Buz, in 

press). Of specific relevance here, are competition accounts of pronunciation variation 

(Baese-Berk & Goldrick, 2009; Goldrick et al., 2013; Kirov & Wilson, 2013). According to 

these accounts, contextual co-presence of, for example, a voicing competitor increases 

competition during lexical planning. This assumption is supported by evidence that speakers 

avoid sequences of phonologically (onset) overlapping words (Jaeger, Furth, & Hilliard, 

2012b). Moreover, producing these sequences is associated with increased rates of speech 

errors (O’Seaghdha & Marin, 2000; Sevald & Dell, 1994), longer production latencies, and 

slowed down speech rates (for review, see Jaeger, Furth, & Hilliard, 2012a). Increased 

competition is assumed to result in hyper-articulation, offering a potential explanation for 

Competitor effects, such as the ones observed here and in similar previous studies (Baese-

Berk & Goldrick, 2009; Goldrick et al., 2013; Kirov & Wilson, 2013; see also Fox, Reilly, & 

Blumstein, 2015; Fricke, Baese-Berk, & Goldrick, 2016; Peramunage, Blumstein, Myers, 

Goldrick, & Baese-Berk, 2011).

Could competition also account for the effect of interlocutor feedback, and specifically, (a) 

the increased hyper-articulation in the Mixed Feedback condition as well as (b) the 

distributional nature of this hyper-articulation? With regard to (a), we need to explain that 

Mixed Feedback only increased hyper-articulation in the presence of a voiced competitor, 

rather than lengthening of VOTs in all Competitor conditions. Recall that misrecognition 

was signaled by highlighting the wrong answer with a red box. This could have increased 

the amount of attention that participants gave to non-targets. For example, participants were 

instructed to read all three words during the preview phase of each trial. But (1) not all 

participants might have initially done so; and (2) highlighting a non-target word led those 

participants to read all three words on subsequent trials. Participants would experience 

increased competition between the target and the voiced competitor on those trials causing 

them to hyper-articulate. Because non-target words were only highlighted in the Mixed 

Feedback group this would both explain why increased hyper-articulation only occurred in 

that group (e.g., as opposed to the Positive Feedback group) and why it only affected the 

Competitor Present condition. Without further assumptions, an account along these lines 

predicts the same pattern of results if misrecognition in the Mixed Feedback condition 

always occurred during filler trials (which did not contain voicing contrasts). This prediction 

needs to be tested in future work.

Some of our results are, however, problematic for the competition account. First, it is unclear 

how competition could explain the distribution of VOT productions (point b above). 

Speakers did not change their target VOT; neither did they uniformly shift their VOT 

distribution towards longer VOTs. Rather, speakers seemed to avoid short VOTs. The 

adaptive speaker framework provides a straightforward explanation for this pattern. It is 

unclear how it is predicted by competition during lexical planning. More generally, 

competition based accounts have been criticized for not specifying how competition affects 

the coordination of articulatory gestures (for discussion, see Buz & Jaeger, 2015; Goldrick & 

Chu, 2014; Goldrick et al., 2013; Pouplier & Goldstein, 2010, 2014; Watson et al., 2015). 

Clarifying the link between lexical planning and articulation is a critical issue for future 

work on competition accounts. For example, does competition always lead to lengthening? 

This would seem to be incompatible with findings that contextual co-presence of a minimal 
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pair competitor can lead to shortening of context-relevant phonetic features to increase the 

perceptual contrast to a competitor (Seyfarth et al., in press).

Aspects of our data in the Mixed Feedback condition are also inconsistent with competition. 

For example, increased competition typically increases the rate of speech errors (Goldrick, 

Folk, & Rapp, 2010; O’Seaghdha & Marin, 2000; Sevald & Dell, 1994). However, we did 

not find an increase in speech errors in the Mixed Feedback condition. Participants in the 

present study made a total of four speech errors—none of them in the Mixed Feedback 

condition. Neither did we find any evidence for increased competition on planning times 

(contrary to the explicit predictions of some competition accounts Kirov & Wilson, 2013; 

for more discussion see Buz & Jaeger, 2015). Speech onset latencies did not correlate with 

VOTs (β̂ = .4; t = .1; p > .1; for summary mean and standard deviations see Table 5). It is 

possible, though, that our speech error and latency measures might be too coarse-grained to 

find evidence for competition. Moreover, speakers had relatively long preview of target 

words (1500 ms). This might have weakened the degree to which planning difficulty is 

reflected in our latency measure (see also Munson, 2007). In sum, the competition account 

can account for some aspects of our results. However, unlike the adaptive speaker account, it 

faces challenges in accounting for the specific effects of interlocutor feedback on the 

distribution of VOTs.

 Implications of the adaptive speaker framework

We proposed that the adaptive speaker framework accounts for the range of effects we 

reported, including the effect of Feedback on the distribution of VOTs. We favor this 

approach for two reasons. First, as mentioned earlier, it is naturally realized by classes of 

models that have proved successful and informative in other domains of motor planning. 

Second, the framework raises a number of interesting questions, and promising directions 

for future research. We focus next on two of these questions.

 When should hyper-articulation be targeted?—From our perspective, questions 

about causal attribution are among the most challenging and exciting questions raised by an 

adaptive speaker approach embedded within a communicative (cooperative speaker) 

framework. Put most generally, the speaker, when faced with evidence that the listener has 

misunderstood her intended message, will have uncertainty about the source of the 

miscommunication. Within an adaptive speaker framework, the inferences that the speaker 

draws should affect when and how the speaker should adapt her utterances. We first focus on 

the specific case of targeted hyper-articulation of VOTs. We then briefly discuss the more 

general issue and connect it with related work on adaptation in other domains of language 

processing.

When a speaker in our study says pill to their partner and then sees the partner click on bill 
instead, she must determine the appropriate response. In order to do so, a cooperative 

speaker would need to determine the cause of the observed miscommunication. This process 

is subject to considerable uncertainty. If a speaker wishes to make a targeted correction (i.e. 

hyper-articulating VOT), then detecting (perhaps implicitly) that the partner’s response 

differs from the intended target in only one phonetic feature (the voicing of the onset 
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plosive) is a necessary condition. However, it is not a sufficient condition. Even a 

cooperative speaker who has successfully made this inference will still have uncertainty 

about the cause of the miscommunication. The miscommunication might have resulted from 

an attentional lapse. It might also have resulted from a technical error, such as a failure in 

transmitting the sound file from the speaker to the partner or high levels of noise that make it 

difficult to recognize the word with any degree of certainty. In each of these cases, the 

partner’s response would be random and should not be interpreted as informative about what 

the partner perceived. Hyper-articulation of later productions is not warranted under these 

circumstances. In effect, the speaker would be making an adjustment that might be effortful 

and yet not reduce the likelihood of subsequent miscommunication.

Miscommunication might, however, have resulted from environmental noise (including 

noise in the web-based transmission of the sound files, which the speaker cannot directly 

observe) that specifically affected the perception of the voiceless onset plosive. If noise is 

assumed to persist over subsequent trials, this would make targeted hyper-articulation a 

rational response. Miscommunication might also have resulted because the partner expected 

the speaker to use voicing cues differently (e.g., because the partner has a different dialect or 

language background, cf. work on the perception of English voicing by native Korean 

listeners, Schertz, Cho, Lotto, & Warner, 2015). In some such cases, targeted hyper-

articulation might help, as long as it exaggerates phonetic dimensions that are relevant to the 

partner’s voicing classification.

In sum, whether hyper-articulation is the most cooperative response to a pill-bill confusion 

depends on what is likely to have caused the miscommunication. Speakers have uncertainty 

about these causes, so that even a perfectly cooperative rational speaker would not be 

expected to always produce targeted hyper-articulation or hyper-articulate at all (for causal 

uncertainty in speech perception and evidence that listeners take it into account, see Kraljic, 

Samuel, & Brennan, 2008). Future research can address this question by manipulating the 

likelihood of different causes for misrecognition.

 From adaptation to speech register?—A related question focuses on the relation 

between adaptive changes to production in a specific environment (such as the present 

experiment) and speech registers, such as clear speech, infant-, and foreigner-directed 

speech (e.g., Kuhl et al., 1997; Picheny et al., 1986; Uther et al., 2007).

It is conceivable that at least some of these speech registers partially originate in adaptive 

behavior like that observed in the current experiment. For example, while it is possible that 

adaptive changes to production are short-lived, it is also possible that speakers remember 
these changes. This would allow speakers to reuse previously adapted behaviors in 

subsequently encountered identical or similar situations. This would resemble similar 

proposals made for speech perception (Kleinschmidt & Jaeger, 2015; Weatherholtz, 

Seifeldin, Kleinschmidt, Kurumada, & Jaeger, submitted for publication). More generally, 

research on language comprehension suggests that comprehenders store rich-context specific 

representations in memory (e.g., Brown-Schmidt et al., 2015; Goldinger, 1998; Horton & 

Gerrig, 2005; Johnson, 1997; Pickering & Garrod, 2013; Pierrehumbert, 2001; Wedel, 

2006). For example, a growing body of evidence demonstrates that phonetic, lexical, 
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syntactic and even higher level aspects of language usage depend not just on what is spoken 

but who spoke it and where (e.g., Arnold, Kam, & Tanenhaus, 2007; Hanulíková, Alphen, 

Goch, & Weber, 2012; Kleinschmidt & Jaeger, 2015; Kurumada, 2013; Niedzielski, 1999; 

Staum Casasanto, 2008; Strand, 1999; Walker & Hay, 2011; for positions and reviews, see 

Brown-Schmidt et al., 2015; Foulkes & Hay, 2015; Horton & Gerrig, in press; Weatherholtz 

& Jaeger, in press). Speakers might draw on this or similar implicit knowledge, which could 

be implemented in terms of situation-specific forward models (Jaeger & Ferreira, 2013). The 

same type of model might underlie speech registers as the ones discussed above (see also 

Dell & Brown, 1991).

Adaptation in response to communicative goals might be one factor that contributes to the 

development of these register, but it is unlikely to be the only one. For example, the function 

of specific characteristics of speech registers, such an infant- or foreigner-directed speech, is 

still under debate (for a recent review for infant-directed speech, see Martin et al., 2015).

 Conclusions

To the best of our knowledge, the present study is the first to investigate fine-grained 

durational measures of speech in recordings elicited over the web. Our findings are 

consistent, both qualitatively and quantitatively, with previous lab-based studies suggesting 

that the current approach is feasible and reliable (at least for durational/temporal based 

measures; for similar results from a web-based study on word-final sibilants, see also 

Seyfarth et al., in press). In order to study how feedback from interlocutors dynamically 

affects speakers’ subsequent productions, we combined this novel recording method with a 

simulated partner paradigm with naturalistic partner response timing. Participants were 

successfully led to believe that they were talking to an interlocutor over the web.

Replicating previous work, we found that speakers hyper-articulate their pronunciations in 

context where they would a priori be more perceptually confusable. Critically, the extent to 

which hyper-articulation occurred seems to be a function of the perceived communicative 

success of previous productions. This suggests that speakers monitor the effect of their 

productions on their interlocutors and, if necessary, can adapt their speech based on their 

perceived communicative success of similar previously produced words. We further found 

that speakers hyper-articulated in such a way that they avoided perceptually confusable 

pronunciations while keeping the articulatory target constant. We propose that such adaptive 

processes play an important role in understanding how speakers dynamically manage the 

planning demands associated with linguistic encoding, balancing them against their 

communicative goals.
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Fig. 1. 
Possible changes in VOT based on Competitor and Feedback. The top panel illustrates no 

effect of Feedback, the middle panel illustrates a main effect of Feedback such that speakers 

in the Mixed Feedback group lengthen VOT across Competitor conditions. The lower panel 

illustrates an interaction between Feedback and Competitor.
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Fig. 2. 
VOT by condition aggregating within participants (lines) and across participants (bars). 

Error bars indicate ± 1SE after aggregating over participants. Thick lines indicate significant 

simple effects of Voiced Competitor and the interaction of this effect with Feedback 

conditions (Helmert-coded; see text for details).
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Fig. 3. 
Different hypothetical scenarios that lead to an 8 ms difference in VOTs between the Voiced 

Competitor Absent and Present conditions. In the left panel, only the mean differs between 

the Voiced Competitor Absent and Present conditions. In the middle panel, both the mean 

and the variances differ. In the right panel, the mean, variance, and skewedness differ. For 

further details, see text.
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Fig. 4. 
Probability density of VOT distributions across Voiced Competitor and Feedback 

manipulations. Also plotted is the non-parametric bootstrap estimated shift of the 5th and 

95th quantiles and the mean.
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Table 2

Model summary of Voiced Competitor and Feedback effects on VOTs. The first number for each predictor is 

the coefficient estimate, the second number is the value of the t-statistic. Significance is indicated by stars.

Predictor β̂ t-value

Intercept −.3 −.1

Voiced Competitor Present vs Absent 4.0 5.2**

Positive vs No Feedback (PvN) .8 .2

Mixed vs other Feedback (MvO) 2.4 1.1

Voiced Competitor X PvN .1 .1

Voiced Competitor X MvO 1.1 2.1*

Note:

+
p < .1;

*
p < .05;

**
p < .01.
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Table 3

Descriptive statistics for the VOT distributions plotted in Fig. 4. Statistics are estimated using non-parametric 

bootstrap resampling of each distribution.

Statistic Feedback Voiced Competitor
effect (Present–Absent)

p-value

5th quantile No −.28 .56

Positive 9.25 .04*

Mixed 13.59 .00**

Mode No 3.97 .25

Positive 4.45 .27

Mixed −1.64 .58

Mean No 4.79 .03*

Positive 6.34 .00**

Mixed 12.90 .00**

95th quantile No 13.39 .15

Positive 9.63 .13

Mixed 28.48 .00**

Note:

+
p < .1;

*
p < .05;

**
p < .01.
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Table 4

Descriptive statistics of differences in the VOT distributions across Feedback groups plotted in Fig. 4. 

Statistics are estimated using non-parametric bootstrap resampling of each distribution.

Statistic Comparison Present-Absent

Difference between
groups in
Competitor effect

p-value

5th quantile Positive-No 9.98 .07+

Mixed-Others 9.16 .04*

Mode Positive-No −.11 .50

Mixed-Others −5.61 .68

Mean Positive-No 1.54 .34

Mixed-Others 7.17 .01**

95th quantile Positive-No −5.14 .64

Mixed-Others 17.97 .08+

Note:

+
p < .1;

*
p < .05;

**
p < .01.
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Table A.6

Critical stimuli. Voiced minimal pair and non-minimal pair distractors are shown as minimal pair/non minimal 
pair.

Condition Target Distractor 1 Distractor 2 Target Onset

item cap gap/dim wolf k

item kilt guilt/yacht toast k

item cuff guff/noon reed k

item cab gab/rice surf k

item kit git/bean lace k

item cot got/wig haze k

item cape gape/thieve yard k

item cob gob/shed save k

item code goad/chip nun k

item core gore/want type k

item curl girl/soft nest k

item pike bike/fog dart p

item pig big/heart daft p

item punk bunk/ship lard p

item punch bunch/cool wool p

item peat beat/wren thug p

item palm balm/hag nose p

item pack back/wrist guild p

item pun bun/golf tar p

item pill bill/food hair p

item pore bore/mile shelf p

item putt butt/land zone p

item pad bad/van norm p

item teem deem/board mast t

item tent dent/worm barn t

item tab dab/shoal wedge t

item tart dart/gel mouse t

item tomb doom/whale male t

item ton done/mouth hill t

item tip dip/moon hood t

item tame dame/sign bench t

item tuck duck/beard wit t

item tote dote/shaft rug t

item taunt daunt/mood guile t

item tore door/half goose t

item teal deal/yap goof t
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