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Abstract

The ability to detect emotional changes is of primary importance for social living. Though emotional signals are often con-
veyed by multiple modalities, how emotional changes in vocal and facial modalities integrate into a unified percept has yet
to be directly investigated. To address this issue, we asked participants to detect emotional changes delivered by facial,
vocal and facial-vocal expressions while behavioral responses and electroencephalogram were recorded. Behavioral results
showed that bimodal emotional changes were detected with higher accuracy and shorter response latencies compared with
each unimodal condition. Moreover, the detection of emotional change, regardless of modalities, was associated with
enhanced amplitudes in the N2 and P3 component, as well as greater theta synchronization. More importantly, the P3 amp-
litudes and theta synchronization were larger for the bimodal emotional change condition than for the sum of the two uni-
modal conditions. The superadditive responses in P3 amplitudes and theta synchronization were both positively correlated
with the magnitude of the bimodal superadditivity in accuracy. These behavioral and electrophysiological data consistently
illustrated an effect of audiovisual integration during the detection of emotional changes, which is most likely mediated by

the P3 activity and theta oscillations in brain responses.
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Introduction

In a negotiation, it is often the case that the emotion expres-
sions of the negotiators shift rapidly, from calm to frowns due
to abrupt demands, or from frowns to smiles due to mutual con-
cessions. This phenomenon tells that the ability to identify
changes in emotion expressions is of primary importance for
social living (Fujimura and Okanoya, 2013): not just for under-
standing interlocutors’ mental states (Sabbagh et al., 2004), but
also for avoiding interpersonal conflicts and constructing inter-
personal harmony (Salovey and Mayer, 1989; Van Kleef, 2009).
Therefore, how the brain processes emotional changes,

particularly those from facial and vocal expressions, has at-
tracted great interest of researchers in affective neuroscience.
The processing of emotional changes in a single modality, ei-
ther facial or vocal, has been widely investigated. Ample evidence
suggests that inattentive detection of emotional changes in facial
(Kimura et al., 2012; Stefanics et al., 2012; Xu et al., 2013) or vocal
(Thonnessen et al., 2010) expressions is associated with mismatch
negativity (MMN) in passive oddball paradigm, during which the
deviant expressions elicit emotional changes by violating the
contextual expressions (Winkler et al., 2009). Different from in-
attentive processing that uses a non-emotional, distracting task,
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attentive processing requires subjects to detect emotional
changes voluntarily (Campanella et al, 2002; Wambacq and
Jerger, 2004). This line of studies revealed that the detection of de-
viant facial expression is associated with an occipito-frontal N2/
P3a complex (Campanella et al., 2002, 2013). Similar findings were
also observed in vocal emotional studies, which reported that at-
tentive processing of prosodic emotional changes is associated
with a P3a (Wambacq and Jerger, 2004). Furthermore, vocal emo-
tional changes in the cross-splicing paradigm are associated with
a positive deflection 350ms post splicing point (Kotz and
Paulmann, 2007; Chen et al., 2011; Paulmann et al., 2012) and theta
synchronization (Chen et al., 2012, 2015), signaling a conscious
mobilization of cerebral and somatic resources to evaluate and
cope with emotional changes.

Nevertheless, the extant studies only examined the percep-
tion of emotional changes in single modality, leaving it un-
answered whether and how bimodal emotional changes
integrate into a unified emotional percept. However, effective
recognition of emotional changes is highly important for social
interaction and biological survival (Campanella et al., 2002;
Kimura et al., 2012; Stefanics et al., 2012), and emotional cues in
life settings are often delivered by multiple expressions
(Campanella and Belin, 2007; Klasen et al., 2012). In this regard,
it is necessary to examine cross-modal integration of emotional
change perception and its brain mechanisms.

Ample evidences show that the processing efficiency for
bimodally presented emotional signals is higher than that for
unimodally presented emotional signals (Massaro and Egan,
1996; Pourtoais et al., 2005; Ethofer et al., 2006; Kreifelts et al., 2007;
Jessen, et al., 2012). Consistent with this behavioral facilitation ef-
fect, some studies reported reduced N1 (Jessen and Kotz, 2011,
Jessen et al., 2012; Kokinous et al., 2014) and P2 (Paulmann et al.,
2009; Kokinous et al., 2014) amplitudes during multimodal com-
pared with unimodal emotions. More importantly, it has been
found that the event related potential (ERP) components elicited
by bimodal emotional stimulations, such as P1, N1 or P3b, are bet-
ter than those elicited by unimodal in discerning affective dis-
orders, like alexthymia (Delle-Vigne et al., 2014) and anxious/
depressive comorbidity (Campanella et al., 2010). Additionally,
time-frequency analyses yielded that multimodal relative to uni-
modal emotions induced a stronger alpha desynchronization
associated with stronger attentional involvement (Chen et al.,
2010; Jessen and Kotz, 2011), and beta desynchronization (Jessen
et al., 2011, 2012) linked with deviant processing (Kim and Chung,
2008; Chen et al., 2015) or action planning (Tzagarakis et al., 2010).

On the basis of these evidences, we hypothesize that there
may be a similar facilitation effect in bimodal emotional change
perception. However, a facilitation effect alone is not sufficient
to verify the occurence of bimodal emotional integration. In
fact, prior studies have indicated that the most effective way to
quantify multisensory integration is to compare the bimodal re-
sponses with the summed unimodal responses, which results
in either sub- or supra-additive response (Calvert, 2001;
Stekelenburg and Vroomen, 2007; Hagan et al., 2009; Stein et al.,
2009). Using this criteron, Hagan et al. (2009) observed a signifi-
cant supra-additive gamma oscillation for congruent audiovi-
sual emotional perception. Likewise, Jessen and colleagues
(2011) found a stronger beta suppression for the multimodal
than the summed unimodal conditions during emotion percep-
tion. Following these studies, the current study also used super-
additive response as a key criterion to identify cross-modal
integration of emotional change perception.

In summary, the current study addresses neural underpin-
nings of the audiovisual integration of emotional change
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perception by focusing on the following two questions: (i)
whether the classic electrophysiological markers of unimodal
emotional change perception are identifiable in bimodal emo-
tional change perception; (ii) whether there is a significant
cross-modal integration during emotional change perception,
for example, by observing superadditive effects in these
markers. To address these questions, we asked participants to
detect emotional changes embedded in concurrently presented
facial and vocal expressions while behavioral responses and
electroencephalogram (EEG) were recorded. We conducted ERP
analysis and time-frequency analysis on brain activities to seek
converging evidences. Compared with ERP analysis, which is
adept in depicting the time course of cognitive processing but
restricted to phase-locked averaging (Luck, 2005), time-fre-
quency analysis is able to provide non-phase-locked indexes of
cognition, such as event-related spectral perturbation (ERSP;
Makeig et al., 2004). ERSP is a temporally sensitive index of the
relative increase or decrease in mean EEG power from baseline
associated with stimulus presentation or response execution,
termed as event-related synchronization and desynchron-
ization (Delorme and Makeig, 2004; Makeig et al., 2004).

Based on the findings that N2/P3 complex, theta synchron-
ization and beta desynchronization were associated with uni-
modal emotional change (Campanella et al., 2002; Chen et al.,
2011, 2015), we predict that similar electrophysiological correl-
ates should be observed in bimodal emotional change.
Additionally, given that bimodal cues lead to a facilitation effect
and a cross-modal integration during emotion decoding (Hagan
et al., 2009; Jessen and Kotz, 2011, Jessen et al., 2012; Klasen et al.,
2012; Watson et al., 2014), we hypothesize that bimodal emo-
tional changes should be detected with higher accuracy rates
and shorter response latencies compared with unimodal
changes, and the electrophysiological correlates associated
with emotional changes should demonstrate a salient superad-
ditive effect for bimodal emotional cues.

Materials and method
Participants

Twenty-two right-handed university students (13 women, aged 19-
24, mean 21.56) were recruited to participate in the experiment.
Four participants (2 women) were excluded from data analysis be-
cause of low accuracy rates. All participants reported normal audi-
tory and normal or corrected-to-normal visual acuity, and were
free of neurological or psychiatric problems. They were emotion-
ally stable, as evidenced by the significant below-threshold (0) scor-
ing in neuroticism assessment [M = —25.83; SE =5.65; t(17) = —5.65,
P <.001]. The experimental procedure adhered to the Declaration
of Helsinki was approved by the Local Review Board for Human
Participant Research. All participants gave informed consent prior
to the study and were reimbursed ¥50 for their time.

Materials

The original facial stimuli were neutral and angry facial expres-
sions of five male actors from the Ekman and Friesen Affect
Series (Young et al,, 2002). The original vocal stimuli were 50
sentences of neutral content produced by a trained male actor
of Mandarin Chinese in neutral and angry prosodies, which
have been validated in previous studies (Chen et al. 2011, 2012).
Following the previous studies (Kotz and Paulmann 2007; Chen
et al. 2011), sentences with vocal emotional change were ob-
tained by cross-splicing the first part of a neutral prosody and
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splicing point

600 —1000 ms

300 ms

1000 ms
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Fig. 1. Schematic representation of stimuli. Trials consisted of fixation, blank jitter, stimuli presentation and decision. All the auditory stimuli consisted with 12 syl-
lables with each syllable lasts about 200 ms. The facial stimuli were presented with same duration as the auditory stimuli. ‘N’ and ‘A’ represents neural and angry vocal
emotion respectively, while ‘n’ and ‘a’ represents neural and angry facial emotion respectively. By combinations of the two modalities, for types of stimuli (no-change,

facial-change, vocal-change and bimodal-change) were established

the second part of an angry prosody (see Figure 1 for illustra-
tion). Then, each auditory sentence was paired with facial ex-
pressions in Latin square design, ensuring that each face of one
actor paired with each sentence once. Consistent with the audi-
tory sentences, the facial expressions varied at the splicing
point from neutral to angry while the identity kept unchanged
(see Figure 1 for illustration). Four types of facial-vocal stimuli,
that is, no change, vocal-change, facial-change and bimodal-
change, were established.

Procedure

Each participant was tested individually in a sound-attenuated
room, seated comfortably at a distance of 100 cm from a computer
monitor. Facial-vocal stimulus presentation was controlled using
E-prime software. The Auditory stimuli were presented via loud-
speakers placed at both sides of the monitor while the facial stim-
uli were presented on the monitor simultaneously at a central
location against a black background (visual angle of 3.4°
[width] x 5.7° [height] from a viewing distance of 100 cm). The hair
removed faces were presented in grayscale to minimize contrast
differences between stimuli. All 200 key stimuli (each vocal sen-
tence repeated 4 times while each face repeated 40 times) were
pseudo-randomized and split up into 5 blocks containing 40

sentences each. In addition, 20 angry sentences without emo-
tional change were included as filler in each block to balance the
response type. After each block, participants were given a short
self-paced break to rest. Each trial was initiated by a 300 ms pres-
entation of a small white cross on the black computer screen.
Then, a blank screen whose duration varied randomly between
600 and 1000ms was presented and was then followed by the
onset of facial-vocal stimuli. Participants were required to judge
whether the emotion conveyed by the stimuli (regardless of vocal
and facial modality) had changed or not by pressing the 7’ or ‘F’
button on the keyboard (as accurately and quickly as possible)
with index fingers of both hands. Half of the participants pressed
the 7 button for judging emotion changed, and the ‘F’ button for
judging emotion unchanged. The other half followed a reversed
button assignment. Participants could response upon the onset of
the change and had to response within the presentation of facial-
vocal stimuli or 1000 ms after the stimulus elapsed (see Figure 1
for a schematic illustration). Pre-training with 30 practice trials
was included in order to familiarize subjects with the procedure.

EEG recording

EEG was recorded at 64 scalp sites using tin electrodes
mounted in an elastic cap (Brain Product, Munich, Germany)
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enced on-line to FCZ. Vertical electrooculogram (EOG) was re-
corded supra-orbitally and infra-orbitally from the right eye.
The horizontal EOG was recorded as the left vs right
orbital rim. The EEG and EOG were amplified using a
0.05-100 Hz bandpass and continuously digitized at 1000 Hz for
offline analysis. The impedance of all electrodes was kept less
than 5kQ.
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Fig. 2. A schematic illustration of behavioral performance. The bar char reflects
the reaction times while the line chart reflects the accuracy rates. Error bars in-
dicate standard error
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Data analysis

Preprocessing. Behavioral data. Accuracy (ACC) was computed by
percentage, which we entered into as decimal for statistical
convenience. Response times (RTs) beyond three standard devi-
ations and with wrong response were excluded in RT calcula-
tion. The descriptive results of ACC and RTs were depicted in
Figure 2.

ERP. EEG data were preprocessed using EEGLAB (Delorme
and Makeig, 2004), an open source toolbox running under the
MATLAB environment. First, the data were down sampled
at 250Hz, high pass filtered at 0.5Hz and re-referenced offline
to bilateral mastoid electrodes. Then the data were segmented
in 3000ms time window with pre-splicing-point 1000 ms.
The epoched data were baseline corrected using the 1000-
800ms prior to the pre-splicing-point (200 ms before the sen-
tence onset). EEG epochs with large artifacts (exceeding
+100 pV) and wrong response were removed and channels with
poor signal quality were interpolated using EEGLBA toolbox.
Trials contaminated by eye blinks and other artifacts were cor-
rected using an independent component analysis algorithm
(Delorme and Makeig, 2004). There were 46.83*1.81,
46.22 +2.26, 42.28 +5.21 and 46.33 = 1.75 artifact-free trials ob-
tained for the no-change, facial-change, vocal-change and bi-
modal-change conditions respectively. The artifact free data
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Fig. 3. Group-averaged ERP voltage waveforms, and scalp topography for N1, N2 and P3 as a function of condition. (A) Exemplar waveforms from CZ, PO7 and PO8 are
displayed for nochange, vocal-change, facial-change and bimodal-change. (B) The ERP topography (top view shown) for N1, N2 and P3 components as a function of
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were re-segmented to 800 ms epochs time-locked to the splicing
point, starting 200 ms prior to splicing point. The data were then
low-pass filtered of 30 Hz. The extracted average waveforms for
each participant and condition were used to calculate grand-
average waveforms (see Figure 3 for ERPs). To depict the distri-
bution difference, nine scalp regions of interest (SROI) were
defined® (for regional averaging, Dien and Santuzzi, 2004).
Based on the previous studies addressing emotional
change (Campanella et al. 2002; Chen et al. 2011) and permuta-
tion test implemented in the statcond function of EEGLAB,
the amplitudes over 130-170, 170-210 and 240-360 ms after the
splicing point were averaged for N1, N2 and P3 respectively for
statistical analysis.

ERSP. The artifact free data were applied to wavelet decompos-
ition using EEGLAB12.0.1.0b running under MATLAB. Changes in
event-related spectral power response (in dB) were computed
by the ERSP index (Delorme and Makeig, 2004) (1),

n

ERSP(f,) = 1) (Ru(f,0) &)

k-1

where, for n trials, F (f,t) is the spectral estimate of trial k at
frequency f and time t. Power values were normalized with re-
spect to a 200 ms pre-splicing point baseline and transformed into
decibel scale (10_log10 of the signal). ERSPs were averaged over tri-
als for each condition and transformed into time-frequency plots
(see Figure 4 for ERSP). For conciseness, only the data of interest
(4-30Hz over —200 to 1000 ms) were presented. Based on the per-
mutation test implemented in the statcond function of EEGLAB
and previous studies addressing emotional change (Chen et al.
2015) and bimodal emotion integration (Jessen and Kotz, 2011),
ERSP in theta band (4-8Hz) during 50-500ms, alpha band (8-
12Hz) during 500-900 ms and beta band (16-24Hz) during 200-
600 ms were averaged for statistical analysis.

Statistical analysis. To replicate previous emotional change
effect, the ERP and ERSP data of interest were subjected to
repeated measures ANOVAs with condition (no-change, facial-
change, vocal-change and bimodal-change) and SROI as within-
subject factors. Pair-wise comparisons were carried out between
no-change and change conditions? (facial-change, vocal-change
and bimodal-change) if significant effects involving condition
were observed (listed in Table 1). Moreover, to examine whether
bimodal emotional cues show facilitation effect and cross-modal
integration, facial change effect (facial-change - no-change, F),
vocal change effect (vocal-change - no-change, V), bimodal
change effect (bimodal-change - no-change, FV) and summed
unimodal change effect (F+ V) on ACC, RT, ERP and ERSP were
calculated and subjected to repeated measures ANOVAs with
change-type (F, V, FV and F + V) as within subject factor. Pair-wise
comparisons were carried out between FV and other change ef-
fect (F, V and F+ V) if significant effects involving change-type
were observed. The degrees of freedom of the F-ratio were

1 Left anterior: F3, F5, F7, FC3, FC5 and FT7; middle anterior: F1, FZ, F2,
FC1, FCZ and FC2; right anterior: F4, F6, F8, FC4, FC6 and FTS8; left cen-
tral: C3, C5, T7, CP3, CP5 and TP7; middle central: C1, CZ, C2, CP1, CPZ
and CP2, right central: C4, C6, T8, CP4, CP6 and TP8; left posterior: P3,
P5, P7, PO3, PO7 and O1; middle posterior: P1, PZ, P2, POZ and OZ; right
posterior: P4, P6, P8, PO4, PO8 and O2.

The comparisons without no-change condition in change analyses and
those without FV in integration analyses were not reported since they
are not directly relevant to the current argument.

corrected according to the Greenhouse-Geisser method and mul-
tiple comparisons were Bonferroni adjusted in all these analyses.
The effect sizes were shown as partial eta squared (n?).

Result

Behavioral performance

The repeated ANOVA of ACC revealed a significant main effect
of change-type [F(3,51) =12.26, P <.001, n} = .46], with the change
effect significantly larger for FV (.04 +.02) than for V (—.09 + .03,
P<.001) and F+V (-.07 = .05, P <.05), and marginally larger for
FV than for F (.01 +.02, P=.09). The repeated measures ANOVA
for RTs yielded a significant main effect of change-type
[F(3,51)=26.49, P<.001, ng =.61], with the change effect larger
for FV (325+44ms) than for V (58 +26ms, P<.001) and F
(269 = 52ms, P <.01), but not for F + V (327 = 71 ms).

ERP results

The analysis of N1 amplitudes showed a significant main effect
of condition [F(3,51) =57.27, P<.001, n? =.77], with the N1 ampli-
tudes smaller for no-change than for facial-change and bimodal-
change, but not for vocal-change (see Table 1 for details, the
same hereinafter). The integration analysis yielded a significant
main effect of change-type [F(3,51)=43.79, P <.001, ng =.72], with
the change effect larger for FV than for V and F, but not for F + V.

The repeated measures ANOVAs on N2 showed a significant
interaction of condition x SROI  [F(24,408) =15.23, P <.001,
ng =.47]. The follow-up analyses yielded that vocal-change eli-
cited larger negative deflection compared with no-change over
left-central, middle-central, left-posterior and middle-posterior
areas. Meanwhile, facial-change and bimodal change elicited
larger negative deflection relative to no-change over right-pos-
terior area. The integration analysis yielded a significant inter-
action of change-type x SROI [F(24,408) =13.29, P <.001, ng = .44].
Simple effect analysis found that the change effect was smaller
for FV than for F + V over left-posterior area, and smaller for FV
than for V over left-anterior area.

The repeated measures ANOVAs on P3 amplitudes showed a
significant main effect of condition [F(3,51)=56.00, P<.001,
ng =.77] and a significant interaction of condition x SROI
[F(24,408)=5.82, P<.001, nJ=.26]. Simple effect analysis
showed that the P3 amplitudes were significantly smaller for
no-change than for facial-change and bimodal-change, but
not for vocal-change over all brain regions. The non-signifi-
cant change effect of vocal-change might be due to its later la-
tency and shorter duration. We thus carried out a repeated
ANOVA on the peak amplitudes of P3 at 320ms, which re-
vealed a significant interaction between condition and SROI
[F(24,408)=3.86, P<.01, n7=.19]. The follow-up analyses
yielded that the amplitudes for vocal-change were signifi-
cantly larger than those for no-change over middle-anterior
area. The integration analysis for mean P3 amplitudes yielded
a significant main effect of change-type [F(3,51) =42.77, P <.001,
ng =.72], and a significant interaction of change-type x SROI
[F(24,408) =4.34, P <.01, nf, =.20]. Further analysis yielded that
the change effect was significant larger for FV than for F, V
and F +V over all brain areas.

ERSP data

The repeated measures ANOVAs for theta power showed a sig-
nificant main effect of condition [F(3,51) = 39.21, P <.001, n =.70],
and a significant interaction of condition x SROI [F(24,408) =2.51,
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Fig. 4. Group-averaged ERSP and scalp topography, for theta, alpha and beta as a function of modality. (A) Exemplar spectral maps at CZ are displayed for theta, alpha
and beta as a function of modality. (B) The ERSP topography (top view shown) for theta, alpha and beta as a function modality

P <.05, n§:.13]. Further analysis showed that the theta syn-
chronization was significantly smaller for no-change than for
facial-change and bimodal-change over all brain areas, and
smaller for no-change than for vocal-change over middle-anter-
ior area. The integration analysis found a significant main effect
of change-type [F(3,51) = 15.05, P <.001, nf, =.47] and a significant
interaction of change-type x SROI  [F(24,408)=2.48, P <.05,
nj =.13]. Further analysis showed the change effect was larger
for FV than for V and F over all brain regions, and larger for FV
than for F + V over right-anterior area.

The repeated measures ANOVAs on alpha activity only
showed a significant main effect of condition [F(3,51)=7.83,
P<.01, nf, =.32], with smaller alpha desynchronization for no-
change than for facial-change and bimodal-change, but not for
vocal-change. The integration analysis found a significant main
effect of change-type [F(3,51)=6.52, P<.01, nJ=.28], with the
change effect larger for FV than for V, but not for F and F + V.

The repeated measures ANOVAs on beta activity showed a
significant main effect of condition [F(3,51)=15.53, P<.001,
n2=48], and a significant interaction of condition x SROI
[F(24,408) =2.06, P <.05, ny =.11]. Further analysis showed that
the beta desynchronization for no-change was smaller than for
facial-change and bimodal-change over middle-central, left-
posterior, middle-posterior and right-posterior areas, but not
than for vocal-change. The integration analysis only revealed a
significant main effect of change-type [F(3,51)=11.99, P <.001,
nj =.41], with the change effect larger for FV than for V, but not
forFandF+V.

Correlation analyses

To verify whether the superadditivity measured in P3 and theta
activity is a neural index underlying the behavioral facilitation
effect, we conducted a Spearman correlation analysis on the
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Table 1. Results of follow-up analyses on change analyses and integration

Change analyses

Integration analyses

SROI No-change Vocal Facial Bimodal SROI FV \Y F F+V
change change change
ERP (uV) N1 AILL —-.20+.10 —-55+.13 -332+.42 -377+.39 ALL -3.58+.38 —-35+.18 -335*.12 —-347+.38
null ns. P<.001 P<.001 null P<.001 P<.05 ns.
N2 LC/MCLP/MP -39+.12 -1.08+.13 —.41+.65 —.43+ .66 LA 2.05 +.57 —.45+.26 2.22 +.49 1.76 = .56
null P<.001 ns. ns. null P<.001 ns. ns.
RP —41=+.12 -86=*+.17 -241*+.59 -237=*.58 LP —.80=*.59 -.92+ .61 —-55+.18 -1.46=* .62
null ns. P<.001 P<.001 null ns. ns. P<.05
P3  ALL .50=+.16 .65=*.19 2.84+ .33 6.20+.82 ALL 3.12+.32 16+ .17 2.34+ .32 2.50+ .36
null ns. P<.001 P<.001 null P<.001 P<.01 P<.05
ERSP (dB) 6 ALL .08 +.08 44+ 13 1.06 =.20 1.54+ .15 RA 1.52+.15 .18+ .16 .68 +.20 87+ .34
null P<.05 P <.001 P<.001 null P<.001 P<.01 P<.05
o ALL —.39+.07 —-29+.15 -126*+.33 -1.26=*.30 ALL —.66*+.28 —.04+.13 —-.30=*.24 —.48+.14
null ns. P<.05 P<.05 null P<.05 ns. ns.
B ALL -.37+.10 —.29+.09 —-.86+.14 —-93+.15 ALL —.56+.16 .08 = .09 —.48+ .14 —.40+.22
null ns. P<.05 P<.01 null P<.001 ns. ns.

Note: ALL denotes all nine brain areas, whereas LC, MC, LP, MP, RP, MA and RA are short for left-central, middle-central, left-posterior, middle-posterior, right-posterior,

middle-anterior and right-anterior area, respectively.
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Fig. 5. (Left) The scatterplot for the correlation between superadditivity in ACC and the superadditivity in P3 amplitudes; (right) The scatterplot for the correlation

between superadditivity in ACC and the superadditivity in theta synchronization

superadditive effect (FV — [F+V]) between the electrophysiolo-
gical parameters and ACC. The results showed that the super-
additive effect in ACC was positively correlated that both in P3
amplitude (r=0.45, P=0.03) and in theta synchronization
(r=0.41, P=0.04; see Figure 5).

Discussion

This study observed that bimodal emotional changes were de-
tected with higher accuracy and shorter response latency rela-
tive to unimodal emotional changes. Moreover, the detection of
emotional changes, regardless of modalities, was associated
with enhanced amplitudes in the N2/ P3 complex, as well as
greater theta synchronization. More importantly, ACC, P3 amp-
litudes and theta synchronization showed superadditive re-
sponses between bimodal emotional cues.

An important aim of the current study is to test whether
the electrophysiological responses associated with unimodal
emotional changes can be replicated in bimodal emotional
changes. As predicted, attentive processing of emotional
changes elicited N2/P3 enhancement regardless of stimulus
modality. Consistent with previous studies (Lovrich et al,

1986; Breton et al., 1988), vocal changes elicited broadly dis-
tributed N2, while facial changes and bimodal changes eli-
cited right-posterior distributed N2. Moreover, the P3
component for all the change conditions displayed a frontal-
central distribution, comparable to the P3a in the previous
studies (Campanella et al. 2002; Chen et al. 2011). P3a has
been reported in response to novel stimuli (Berti and
Schréger, 2001; Campanella et al., 2002) and is linked with at-
tentive processing of both facial (Campanella et al., 2002,
2013) and vocal (Wambacq and Jerger, 2004; Chen et al., 2011,
Paulmann et al., 2012) emotional changes. In the similar vein,
this study created emotional changes by cross-splicing two
parts of stimuli, in which the context preceding the cross-
splicing point allowed participants to generate expectation,
and the subsequent emotional change violated expectation,
thus leading to prominent N2 and P3a activity.

In addition to the ERP analysis, we found that all types of
emotional changes induced enhanced theta synchronization,
consistent with previous studies (Chen et al. 2012, 2015). It has
been indicated that theta synchronization is related to expect-
ation violation (Tzur and Berger, 2007; Hsiao et al, 2009;
Cavanagh et al.,, 2010) and is sensitive to the salience of the
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violation (Tzur and Berger, 2007; Chen et al. 2012). This study
created emotional changes via cross-splicing, and this method
has been established to elicit expectation violation (Kotz and
Paulmann, 2007; Chen et al.,, 2011). Thus, it is most likely that
the expectation violation elicited by emotional changes resulted
in significant theta synchronization.

Besides N2/P3a and theta synchronization, the facial and
bimodal emotional change elicited significant N1 enhance-
ment as well as larger alpha/beta desynchronization relative
to the nochange condition. The N1 enhancement is consist-
ent with the finding of Astikainen et al. (2013), which showed
that visual stimulus changes elicited a posterior N1. Alpha
desynchronization is associated with attention allocation
(Jessen and Kotz, 2011; Klimesch, 2012) and deviant stimulus
detection in the active oddball paradigm (Yordanova et al.,
2001), whereas beta desynchronization is associated with de-
viant processing (Kim and Chung, 2008; Chen et al., 2015) and
action planning (Tzagarakis et al., 2010). In line with these
findings, unpredictable emotional changes should have eli-
cited increased attention allocation, followed by change de-
tection and action planning, for effective emotional decoding,
which may have consequently induced alpha and beta de-
synchronization. However, it is worth noting that vocal
change did not induce salient N1 enhancement as well as
alpha and beta suppression. This might be due to the fact
that vocal changes are not so salient when accompanied
with unchanged facial expression. Meanwhile, our observa-
tion of similar brain responses for facial and bimodal emo-
tional changes, is in line with previous studies reporting that
facial information exerts a larger influence on bimodal emo-
tion decoding relative to vocal information (Jessen and Kotz,
2011; Doi and Shinohara, 2014; Watson et al., 2014).

Taken together, the data in both time and frequency do-
mains replicated prior findings from unimodal emotional
change preception, and confirmed our hypothesis that the per-
ception of bimodal emotional changes is associated with the
same neurophysiologic underpinning as that of unimodal
change preception. This suggests that the brain employs a simi-
lar neural mechanism for emotional change perception regard-
less of sensory modalities.

In line with previous findings that bimodal emotional sig-
nals are processed with higher processing efficiency than uni-
modal emotional signals (Pourtois et al.,, 2005; Ethofer et al.,
2006; Kreifelts et al., 2007; Jessen et al., 2012), we observed that
bimodal emotional change was perceived with higher accuracy
and shorter response latency relative to unimodal conditions.
Moreover, consistent with the behavioral data, bimodal emo-
tional change evoked larger P3a and theta synchronization than
each unimodal condition. Previous studies have reported that
multimodal emotions elicited smaller N1 (Jessen and Kotz, 2011;
Jessen et al., 2012; Kokinous et al., 2014) and P2 amplitudes
(Paulmann et al., 2009; Kokinous et al., 2014) compared with uni-
modal conditions. Also, it has been reported that congruent
multimodal emotions induced stronger suppression of alpha
(Chen et al., 2010; Jessen and Kotz, 2011; Jessen et al., 2012) and
beta activity (Jessen et al., 2012), and enhanced gamma activity
(Hagan et al., 2009). Consistent with these evidences, this study
observed that the behavioral and electrophysiological responses
for bimodal cues were more pronounced than for unimodal con-
ditions, providing direct support for cross-modal facilitation in
emotional change recognition. However, the facilitation effect
was not found in N1 amplitudes, alpha or beta desynchron-
ization. This discrepancy might be due to our experimental
paradigm which focused on emotional change detection rather
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than emotional identifation (Chen et al., 2010; Jessen and Kotz,
2011).

As stated before, a facilitation of bimodal cues relative to
unimodal cues alone is insufficient to verify the occurrence of
perceptual integration of audiovisual emotional changes
(Stein et al., 2009; Jessen et al., 2012), while the superadditivity
is an accepted, robust criterion for the detection of this inte-
gration (Hagan et al., 2009; Jessen and Kotz, 2011). We showed
superadditive effects in ACC, P3 and theta synchronization.
That is, all these measures were larger for the bimodal condi-
tion than for the sum of facial and vocal conditions. This is in
line with the previous studies, which showed that congruent
auditory and visual emotion demonstrated a significant supra-
additive effect in neural oscillatory indexes (Hagan et al., 2009;
Jessen and Kotz, 2011). Moreover, the superadditivities in P3a
ampltiudes and theta synchronization were both positively
correlated with superadditivity in ACC, suggesting that P3 ac-
tivity and theta synchronization are important neural mech-
anisms subserving this behavorioal bimodal integration effect
during emotional change recognition. It is worth noting that
we did not obtain superadditivity in gamma and beta activity
(Hagan et al., 2009; Jessen and Kotz, 2011). This may be because
our task required subjects to detect emotional change volun-
tarily, which determined that the detection of contextual vio-
lation was the dominant cognitive process. There were
abundant evidences showing that the detection of contextual
violation was linked with P3a activity (Campanella et al., 2002;
Chen et al.,, 2011) and theta synchonizaiton (Chen et al., 2012,
2015).

In short, this study adds to the literature by providing the
first evidence for multisensory integration in emotional change
perception. Previous studies have indicated that neurophysio-
logical reactions to multimodal emotional stimuli are more ef-
fective than those to unimodal stimuli in differentiating
subclinical alexithymia (Delle-Vigne et al., 2014), anxiety and de-
pression (Campanella et al., 2010). Thus, the current findings,
particularly P3 and theta oscillations as indexes of emotional
change integration, may have clinical implication in differenti-
ating affective disorder from healthy population. Moreover, the
current study only focused on facial and vocal emotional
change perception, leaving the role of body (Jessen and Kotz,
2011; Aviezer et al., 2012) and semantic cues (Paulmann et al.,
2009) untouched. All these questions deserve investigation in
future studies.

Conclusion

This study demonstrated that the detection of emotional
changes, regardless of modalities, was associated with
enhanced N2 and P3 components, as well as greater theta syn-
chronization. More importantly, in addition to the behavioral fa-
cilitation effect for bimodal emotional change, the P3
amplitudes and theta synchronization for bimodal emotional
change were not only larger than those for facial or vocal mo-
dality alone, but was also larger than the sum of the two uni-
modal conditions. The superadditive effects in P3 amplitudes
and theta synchronization were both positively related to the
magnitude of the bimodal superadditive effects observed in the
accuracy of identifying emotional changes. These behavioral
and electrophysiological data illustrated a robust effect of fa-
cial-vocal bimodal integration during the detection of emotional
changes, which is most likely mediated by the P3 and theta os-
cillations in brain responses.
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