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Molecular insights into chronotype 
and time-of-day effects on decision-
making
Krista K Ingram1, Ahmet Ay1,2, Soo Bin Kwon1, Kerri Woods1, Sue Escobar1, Molly Gordon1, 
Isaac H. Smith3, Neil Bearden4, Allan Filipowicz3 & Kriti Jain5

Recent reports highlight that human decision-making is influenced by the time of day and whether 
one is a morning or evening person (i.e., chronotype). Here, we test whether these behavioral effects 
are associated with endogenous biological rhythms. We asked participants to complete two well-
established decision-making tasks in the morning or evening: the matrix task (an ethical decision 
task) and the balloon analog risk task (BART; a risk-taking task), and we measured their chronotype 
in two ways. First, participants completed a self-report measure, the Horne-Östberg Morningness-
Eveningness Questionnaire (MEQ). Second, we measured the expression of two circadian clock-
regulated genes—Per3 and Nr1d2—from peripheral clock cells in participants’ hair follicle samples. 
Using a cosinor model, we estimated the phase of the peripheral clock and assigned RNA chronotypes 
to participants with advanced (larks) or delayed (owls) phases. The behavioral data were analyzed 
independently for self-reported (MEQ) and RNA-based chronotypes. We find that significant 
chronotype and/or time-of-day effects between larks and owls in decision-making tasks occur only in 
RNA-based chronotypes. Our results provide evidence that time-of-day effects on decision-making can 
be explained by phase differences in oscillating clock genes and suggest that variation in the molecular 
clockwork may influence inter-individual differences in decision-making behavior.

Recent studies have highlighted time-of-day effects on human behavior and cognition, including ethical decision 
making1. ‘Morning-morality’ and similar time-of-day effects can be explained by the depletion of self-regulatory 
resources throughout the day1–3. However, it has been shown that these effects can be moderated by an indi-
vidual’s chronotype—a preference for activity early in the day or late in the evening—based on self-reported 
morningness-eveningness questionnaires (MEQs): eg. morning-type individuals (‘larks’) have been shown to 
cheat more in the evening, and evening-type individuals (‘owls’) have been shown to cheat more in the morning4. 
The underlying assumptions in the interpretation of these data are that the internal rhythms of larks and owls 
differ and behavioral changes occur when an individual is making decisions during particular physiological states 
(peaks or troughs in arousal) within the context of their personal daily rhythm.

Sleep-wake cycles and daily rhythms in physiological arousal are regulated by two mechanisms: circadian 
drive and homeostatic drive5,6. Under circadian drive, states of arousal fluctuate according to a daily rhythm 
that is dictated by an internal molecular pacemaker7,8. Variation in the timing of the daily endogenous rhythms 
between individuals results in diverse chronotypes and is predicted to lead to distinct behavioral responses to 
stimuli depending on the time of day9. Interactions between chronotype and time of day, so-called synchrony 
effects9, occur when the timing of optimal behavioral responses parallels the phase of circadian arousal across 
individuals—e.g., morning-type individuals perform better at cognitive tasks in the morning and vice versa for 
evening-type individuals. In contrast, under homeostatic drive, sleep propensity increases and physiological 
arousal decreases with diminishing energy stores throughout the day7. In lay terms, under homeostatic drive, 
energy levels decrease as a day progresses, whereas under circadian drive, energy levels peak at different times of 
the day depending on a person’s chronotype. Daily patterns of arousal (and downstream effects on performance 
of cognitive, emotional and attentional tasks) therefore likely depend on the interplay between these two forces.
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There is a substantial body of literature exploring the association of chronotype, or diurnal preference, with 
human behavior and performance, with strong effects seen particularly in situations involving complex cognitive 
processing and executive function9–11. These studies report significant time of day effects on behavior due to 
multiple factors: age-related developmental changes from adolescence to adulthood12–14, significant behavioral 
differences between extreme chronotypes (larks and owls)15–18, and the difficulties people have in adapting their 
behavior to shifts in circadian timing19–22. The most widely used method for measuring chronotype in these 
studies is the Morningness-Eveningness Questionnaire (MEQ), designed by Horne and Östberg23. The MEQ 
and its variations measure self-reported preferences for sleep and lifestyle patterns, including timing of peak 
activity and alertness during the day, and timing of the sleep-wake cycle. Self-reported chronotypes are associ-
ated with physiological factors, most notably body temperature and melatonin production24–30, and studies have 
linked chronotypes to circadian-related gene expression in both in vitro31–33 and in vivo studies24,34–37. However, 
non-physiological factors may also influence the effect of chronotype on human behavior, including personality 
traits and emotional states38–40. Here, we explore the associations between natural variation in the timing of the 
molecular clock, self-reported chronotype, and individual performance on decision-making at different times  
of day.

Until recently, it has been difficult to study the biological basis of chronotype effects on behavior. The internal 
physiological rhythms that dictate an individual’s chronotype or diurnal preference are controlled primarily by 
the central circadian pacemaker that is located in the suprachiasmatic nuclei (SCN) region of the hypothalamus41.  
Oscillations of core clock genes, operating in negative feedback cycles, provide the daily rhythm to the cen-
tral clock and regulate downstream physiological and metabolic processes via direct signaling from the SCN 
and via the signaling of peripheral clocks42. The central clock can be entrained by external cues (i.e light/dark 
cycles)43 and acts to synchronize the numerous peripheral clocks that reside in many bodily tissues—including 
vital organs, skin and hair follicles—to changes in the environment. Peripheral clocks themselves can also be reg-
ulated by exogeneous environmental or physiological cues44, so molecular oscillations in peripheral clocks act as 
a proxy, but not a direct measure, of the central oscillator. In order to understand how differences in the molecular 
clockwork between individuals are associated with chronotype, recent studies have successfully utilized periph-
eral clock tissues to measure oscillations in circadian gene expression in vivo and under real-life conditions24,37,45. 
Contrary to the rapid progress we have made in understanding circadian clock function on a molecular level, we 
know relatively little about how differences in the timing or phase of oscillations in the molecular clockwork affect 
human behavior and decision-making processes.

In this study, we test whether the interaction between chronotype and time-of-day affects decision-making 
in a broad sense and whether there is a biological basis to this behavioral interaction. Undergraduate students 
were asked to complete a self-report MEQ survey and to participate in two computer-based decision-making 
tasks. One task replicates, in part, the previous morning morality studies using a matrix-solving paradigm46, 
and the second task, the Balloon Analog Risk Task (BART)47, represents a well-documented measure of risky 
decision-making. There was no significant correlation between performance on the BART and matrix tasks 
(r2 =​ 0.07, F =​ 0.022, p =​ 0.883) and thus the results represent two independent tests of chronotype by time-of-day 
interactions on decision-making. From the MEQ survey, we determined the chronotype of participants; individ-
uals that scored high on the survey (score >​ 59) were designated morning-types or MEQ-larks, and individuals 
that scored low on the survey (score <​ 41) were designated evening-types or MEQ-owls23.

To assess biological phase differences in circadian rhythms of participants, we measured oscillations 
in the expression of circadian clock genes in hair follicle cells48,49. Hair follicle peripheral clocks provide a 
non-invasive, real-time, in-vivo method of monitoring the circadian rhythms of participants37,45. Previous studies 
have described a method for estimating the phase of a cosinor curve in circadian gene oscillation using three 
time-points37,45. We use simulated data to validate this method and to determine the optimal three time-point 
sampling scheme. We measure the expression levels of two clock-related genes (Per3, Nr1d2) at three time points 
separated by 8 hours for participants with extreme lark or owl MEQ chronotypes and calculate phase differences 
in circadian clock gene oscillations for these individuals relative to a control group of participants of intermedi-
ate MEQ chronotypes. From this subset of the data, we designate RNA larks (individuals with advanced phases 
relative to intermediate chronotypes) and RNA owls (individuals with delayed phases relative to intermediate 
chronotypes). We then compare the behavioral results of the cheating and risky decision-making tasks from 
MEQ-based chronotypes to behavioral results from RNA-based chronotypes. We test the novel hypothesis that 
the behavior of self-reported, MEQ chronotypes parallels the behavior of RNA-based chronotypes defined by 
phase differences in circadian gene oscillations. Drawing from previous research, we expect to find synchrony 
effects due to circadian drive and significant effects of chronotype and time of day in both ethical and risky 
decision-making tasks. We also predict that chronotype and time of day effects will be more pronounced in larks 
as homeostatic drive will produce additive effects in lark behavior and opposing effects in owl behavior.

Results
Ethical Decision-Making.  For the cheating measure, there are no significant main effects for self-reported  
MEQ larks and owl chronotypes (F(1,68) =​ 0.12, p =​ 0.73, η​2 <​ 0.01), time of day the task is performed 
(F(1,68) =​ 2.46, p =​ 0.12, η​2 =​ 0.03), or the interaction between MEQ chronotype and time of day (F(1,68) =​ 0.89, 
p =​ 0.35; η​2 =​ 0.01; n =​ 30 larks and 42 owls; Fig. 1a, Table 1). We roughly replicated the results of Kouchaki 
& Smith1 with individuals tested in afternoon cheating more than those tested in morning (PM participants: 
M =​ 2.52, SE =​ 0.09, n =​ 45; AM participants: M =​ 1.84, SE =​ 0.07, n =​ 27; F(1,70) =​ 3.24, p =​ 0.08, η​2 =​ 0.04). 
When we include gender as a covariate in the MEQ model, there were no significant main effects of gender on 
cheating (F(1,66) =​ 1.98, p =​ 0.17, η​2 =​ 0.03), and the interactions of gender with MEQ-chronotype and time of 
day were not significant.
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When chronotype is predicted from circadian clock phase using clock gene mRNA levels, a significant interac-
tion effect is observed and RNA larks (individuals with advanced phases) and RNA owls (individuals with delayed 
phases) behave differently at different times of the day (Fig. 1b, Table 1). For RNA-based chronotypes, there are 
no significant main effects for chronotype (F(1,20) =​ 0.31, p =​ 0.58, η​2 =​ 0.02) or time of day (F(1,20) =​ 0.02, 
p =​ 0.88, η​2 <​ 0.01), but there is a significant interaction effect (F(1,20) =​ 5.24, p =​ 0.04, η​2 =​ 0.21; n =​ 16 larks, 8 
owls). RNA larks cheat three times more in the evening than in the morning (F(1,14) =​ 5.95, p =​ 0.03, η​2 =​ 0.30), 
and the opposite trend is seen in RNA-owls, who tend to cheat more in the morning (F(1,6) =​ 3.06, p =​ 0.14,  
η​2 =​ 0.34). With gender included as a covariate in the RNA model, there were no significant main effects of gender 
on cheating (F(1,18) =​ 2.92, p =​ 0.11, η​2 =​ 0.14) and the interactions of gender with RNA chronotype and time of 
day were not significant.

Risky Decision-Making.  For the risk-taking measure, there are no significant main effects for MEQ chrono-
type (F(1,58) =​ 0.49, p =​ 0.49, η​2 =​ 0.01), time of day the task is performed (F(1,58) =​ 1.22, p =​ 0.27, η​2 =​ 0.02), 
or interaction between MEQ chronotype and time of day (F(1,58) =​ 1.60, p =​ 0.21, η​2 =​ 0.03; Fig. 2a, Table 2). 
When we include gender as a covariate in the MEQ model, there were no significant main effects of gender on 
risk-taking (F(1,56) =​ 0.57, p =​ 0.45, η​2 =​ 0.01 and the interactions of gender with MEQ-chronotype and time of 
day were not significant.

For RNA-based chronotypes in risky-decision tasks (Fig. 2b, Table 2), we find a main effect on chronotype; 
RNA larks take significantly more risks than owls with an average of 1.7 times more pumps per round of the bal-
loon task (F(1,20) =​ 18.36, p =​ 0.001, η​2 =​ 0.48; n(larks) =​ 16, n(owls) =​ 8) but there are no significant effects of 
time of day (F(1,20) =​ 1.55, p =​ 0.24, η​2 =​ 0.07) or interaction effects of chronotype by time of day (F(1,20) =​ 0.98, 
p =​ 0.34, η​2 =​ 0.05). RNA larks take 1.9 times more balloon pumps on average than RNA owls when tested in 
the evening (F(1,14) =​ 7.40, p =​ 0.02, η​2 =​ 0.34). RNA owls do not show significant time-of-day effects on risky 
decision-making (F(1,6) =​ 0.69, p =​ 0.83, η​2 =​ 0.10). With gender included as a covariate in the model, there were 
no significant main effects of gender on risk-taking (F(1,18) =​ 0.12, p =​ 0.74, η​2 =​ 0.01) and the interactions of 
gender with RNA chronotype and time of day were not significant.

Figure 1.  Chronotype by time of day interaction from matrix task results (±​SE) for MEQ-based (a) and RNA-
based chronotypes (b). Y-axis represents the number of matrices incorrectly reported with solutions. There 
were no significant main effects of chronotype or time of day or interactions for MEQ-chronotypes. For RNA-
based chronotypes, there are no significant main effects for chronotype or time of day, but there is a significant 
interaction effect (F(1,20) =​ 5.24, p =​ 0.04, η​2 =​ 0.21; n =​ 16 larks, 8 owls).

Group

Matrix Task

MEQ-based 
Chronotypes

RNA-based 
Chronotypes

M SE M SE

AM-tested

  Lark 1.42 0.29 1.00 0.41

  Owl 2.27 0.34 3.33 0.88

PM-tested

  Lark 2.71 0.46 2.75 0.67

  Owl 2.32 0.46 1.33 1.33

Table 1.   Cheating Measure in Ethical Decision-Making Task. M =​ average number of solutions found in 
matrices that did not have solutions per participant; SE =​ standard error.
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Sleep Quality.  To test for effects of sleep quality, behavioral task data were compared between participants 
with good quality sleep (lower quartile of PROMIS scores) and poor quality sleep (upper quartile of PROMIS 
scores). There was no significant main effect of sleep quality or time of day on behavior for either decision-making 
task (matrix task: F(1,68) =​ 0.01, p =​ 0.94, η​2 =​ 0.00; balloon task: F(1,58) =​ 0.59, p =​ 0.45, η​2 =​ 0.01) and no sig-
nificant interaction effects for either task.

Discussion
Our results demonstrate that chronotype and time-of-day effects on decision-making are more pronounced 
in RNA-based chronotypes relative to MEQ-based chronotypes. The fact that individuals with measurable dif-
ferences in the phase of oscillating clock genes show more pronounced behavioral effects suggests that differ-
ences in the timing of circadian drive may influence individual decision-making. Using two independent tests 
of decision-making, we find significant behavioral differences with chronotype and time-of-day in RNA-based 
chronotypes in both measures, but the associations between these factors and behavior differ across the two 
cognitive tasks.

In the matrix task, the interaction between chronotype and time-of-day significantly influenced behavior, 
suggesting a synchrony effect in ethical decision-making. The morning morality effect1, the tendency for people 
to act more ethically in the morning than in the evening, is attributed to homeostatic processes that regulate 
energy expenditure throughout the day; i.e. people are worn out at the end of the day50,51 and lack the energy to 
self-regulate. Our data roughly replicate the findings of the Kouchaki & Smith1 study that individuals cheat more 
often on the matrix task in the evening. The importance of chronotype was proposed in Gunia and colleagues4; 
they concluded that chronotype morality effect was a better predictor of ethical behavior than time of day alone. 
Our data supports the chronotype morality effect with a significant chronotype by time of day interaction for 
RNA-based chronotypes but not self-reported chronotypes. The large effect size of the interaction in RNA-based 
chronotypes further suggests that this effect is driven by phase differences in the endogenous oscillation of clock 
genes.

Less empirical evidence is available in the literature on chronotype effects in risky decision-making, although 
the expectation of tasks involving such effortful executive function mirrors that of ethical decision-making, 

Figure 2.  Chronotype by time of day results (±​SE) from Balloon Task for MEQ-based (a) and RNA-based 
chronotypes (b). Y-axis represents the average number of balloon pumps per trial (n =​ 15 trials). There were 
no significant main effects of chronotype or time of day or interactions for MEQ-chronotypes. For RNA-
based chronotypes, we find a main effect on chronotypes (F(1,20) =​ 18.36, p =​ 0.001, η​2 =​ 0.48; n(larks) =​ 16, 
n(owls) =​ 8); RNA larks take significantly more risks than owls as a group and these larks take significantly 
more risks when tested later in the day (F(1,14) =​ 7.40, p =​ 0.02, η​2 =​ 0.34).

Group

BART Task

MEQ-based 
Chronotypes

RNA-based 
Chronotypes

M SE M SE

AM-tested

  Lark 15.52 0.92 17.38 0.91

  Owl 16.44 2.13 11.11 2.02

PM-tested

  Lark 19.41 1.56 21.65 3.03

  Owl 16.18 1.21 11.61 1.26

Table 2.  Risk Measure in BART Task. M =​ average number of balloon pumps per participant over 15 trials; 
SE =​ standard error.
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with a synchrony effect of better performance at time of peak circadian arousal11,14. In our study of risky 
decision-making, we find a counterintuitive main effect that larks, as a group, take more risks than owls. In pre-
vious studies, morning types have been found to exhibit less propensity to take risks52,53. These studies used the 
DOSPERT54, a well-established self-report measure of intentions to take risks (i.e. “please indicate the likelihood 
that you would engage in the described activity or behavior”). But intentions to take risks are not the same as 
actual risk-taking behavior47. When Kilgore18 assessed intentions to take risks (using the DOSPERT) and actual 
risky behavior (using the BART) for morning and evening types, he found that evening types had a higher pro-
pensity to take financial risks, but there was no effect for actual risk-taking behavior on the BART task. We also 
measured risk-taking behavior using the BART and found that morning types took more risks than evening types 
and take increasing risks later in the day. The strong effect sizes of these results suggest that homeostatic drive 
may have a strong influence on risk measures in this study, causing larks to be more risk-prone than expected  
(in the evening).

Our findings lend further support to the additive energetic costs of homeostatic and circadian drives in larks; 
with depleted energy resources and low circadian drive in the evening, the ability of larks to self-regulate is dimin-
ished and they are more likely to make mistakes and take risks50,55,56. Alternatively, other physiological factors 
correlated with extreme circadian phenotypes may decrease risk-taking in owls relative to larks. Eveningness 
is associated with higher incidences of depression and anxiety57. Anxiety, the stable predisposition to perceive 
undetermined threats in the environment, is associated with lower risk-taking58,59. Under certain conditions, 
evening types might exhibit less risk seeking behavior, mediated by their higher levels of anxiety. The relationships 
between intended risks, actual risk-taking and chronotypes require further study.

One limitation in this study is that we did not have an independent measure of peak circadian arousal to 
directly compare circadian gene oscillations, arousal and behavior. In addition, we used only the Horne-Östberg 
MEQ to measure chronotype (in order to make direct comparisons to previous studies on chronotype and 
decision-making). A more recent method for measuring chronotype, the Munich Chronotype Questionnaire 
(MCTQ)60,61, also uses a self-report questionnaire on sleep and lifestyle patterns but includes a measure of the 
midsleep phase or mid-point of an individual’s sleep cycle and a measure of sleep debt. This allows for a measure 
of both the sleep-wake cycle and the phase angle of entrainment. We did include a measure of sleep quality (the 
PROMIS survey62) to control for the effect of poor sleep quality or sleep deprivation on the behavioral tasks as 
these tasks can be strongly influenced by sleep deprivation18. Sleep quality had no effect on behavior in this study.

In recent studies, chronotypes also appear to be correlated with the circadian period length in-vitro31,32,63,64 
(but see33); morning-type individuals had generally shorter period lengths than evening-type individuals. 
However, the in-vitro period measured from disassociated peripheral tissues (e.g., in cultured skin cells) is 
not necessarily correlated with the in-vivo period of individuals, particularly those of extreme phenotypes33,64. 
Although the intrinsic circadian period is a critical factor in the pathophysiology of circadian-related sleep dis-
orders, we were not able to measure this parameter in our study due to the mathematical limitations of estimat-
ing circadian phase from three data points. Further studies will be required to address whether an individual’s 
chronotype and decision-making behavior are associated with the in-vitro circadian period measured from 
peripheral hair follicles.

In this study, RNA-larks had phase advances (>​1.5 hrs) and RNA-owls had phase delays (>​1.5 hrs) relative 
to intermediate training subjects. This three-hour phase difference between morning-types and evening-types 
approximates the circadian phase differences documented in other chronotype studies comparing physiolog-
ical rhythms (patterns of temperature oscillations or melatonin production)24,27–29,36,65 or molecular rhythms  
(circadian gene expression from peripheral blood cells, hair follicles, or fibroblast cultures of skin biopsies)31,37,45. 
Thus, three-hour phase differences in the molecular clockwork appear to be sufficient to influence cognitive and 
self-regulatory processing and to affect behavioral decision-making. These findings have significant implications 
for basic research on shift work and jet lag (i.e. optimizing schedules for important decision-making to minimize 
the effects of endogenous clock function), as well as everyday circumstances in which there might be a time lag 
between lifestyle and human performance or optimal decision-making.

Methods
MEQ Chronotype Analysis.  Students from the undergraduate population of Colgate University (n =​ 139) 
participated in the study. All subjects completed the automated computer survey and genetic sampling (41 males, 
98 females, age range 18–23). We recruited approximately half of the participants from an introductory biology 
course and other students responded to an open request for study participation; all students received payment 
and/or course credit for participation. The demography of the Colgate University undergraduate population is: 
69% Caucasian, 10% Latino, 9% Asian, 5% African American, 56% female, and mixed socio-economic status. 
Our participants were sampled across this ethnic and socio-economic diversity. Our sampling was not discipline 
specific. An automated survey, including the Horne-Östberg Morningness-Eveningness Questionnaire (MEQ), 
was administered to each participant in the morning (AM) between 7:30–9 AM or in the evening (PM) between 
4:30–6 or 8–10 PM. Because there was no difference between the afternoon and evening data, we collapsed these 
two groups into one evening group. The MEQ consists of 19 questions that assess diurnal preference (i.e. timing 
of daytime activities, sleeping habits, hours of peak performance, times of maximum alertness, etc.). Individuals 
with high scores represent moderate (>​59) or extreme (>​70) morningness chronotypes while individuals with 
low scores represent moderate (<​41) or extreme (<​30) eveningness chronotypes. The correlation between MEQ 
scores and sleep-wake cycles has been validated in numerous previous studies66,67. 71 of these individuals scored 
as moderate or extreme chronotypes; 29 were identified as ‘morning’ chronotypes and 42 as ‘evening’ chronotypes.  
68 individuals had intermediate scores and were designated as ‘neither’. All methods were developed in agreement 
with the Declaration of Helsinki; procedures and consent forms were approved by the Institutional Review Board 
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at Colgate University (#FR-F13–07). All methods were carried out in accordance with the approved guidelines. 
Informed consent was obtained from all individuals before samples were taken.

Decision-making Task Analysis.  Risk-taking task.  We measured actual risk-taking behavior using a com-
puter based behavioral risk measure, the BART (Balloon Analog Risk Task) to assess risky behaviors. In each 
round, participants earn money each time they pump up a balloon, but lose all the money from the round if the 
balloon bursts before they take their payout. We picked one person at random from the study population, and paid 
them their winnings on the BART. This is a robust measure of risk-taking behavior, as risk is assessed with 15 trials.

Ethical Decision-making.  Participants also completed a computerized matrix task (similar to1) in which 
they earned 25¢ for each correctly solved matrix. Participants were presented with 20 matrices containing 12 
three-digit numbers (e.g. 3.69). Participants were asked to indicate only whether they found a matching pair (i.e., 
two numbers that would add up to 10) in each matrix within 15 seconds (they are not required to identify the two 
numbers. Twelve of the matrices were solvable (i.e., contained two numbers that summed to 10), and the remain-
ing 8 were unsolvable (i.e., did not contain two numbers that summed to 10). Thus, this task allowed us to gauge 
whether someone cheated; i.e. found matrices that summed to 10 when they didn’t exist.

RNA Analysis.  We collected 15–20 hair follicles from 38 participants at three time points spaced 8 hours 
apart (8:00, 16:00, 24:00). Samples were stored in RNAlater®​ at −​80 °C prior to analysis. RNA was purified from 
hair follicles by using an RNeasy Micro purification kit according to the protocol provided by Qiagen. The puri-
fied RNA was converted to cDNA via rt-PCR (TaqMan Gold rt-PCR, ABI). Expression of clock genes was meas-
ured via quantitative PCR on an ABI 7900HT instrument (Applied Biosystems). qPCR analyses were performed 
in triplicate for two principal clock genes (Per3, Nr1d2) and the control gene, 18S. The quantification of relative 
mRNA levels and standard errors was calculated using the standard curve method (ABI User Bulletin #2).

Validation of Model for Phase Prediction of Circadian Oscillation.  A common method for estimat-
ing the phase of circadian oscillations utilizes a cosinor curve analysis68. Akashi and colleagues45 modified this 
method for analysis of circadian gene expression data from three time-points. We used simulated data to validate 
this method with one or two genes and to determine the optimal three time-point sampling scheme.

Validation of three-point prediction.  Ten training subjects with two gene expression data sets (Per3, Nr1d2) were 
generated using the equations below45.

π ϖ
=

+
+{ }E t A t

T
CPer3: ( ) cos 2 ( )

(1)per per per3 3 3

π ϖ θ
=

+ +
+{ }E t A t

T
CNr1d2: ( ) cos 2 ( )

(2)nr d nr d nr d1 2 1 2 1 2

All parameters were randomly generated around the biologically realistic values used in previous studies45 
with a standard deviation of 1. Amplitude (A) of each training subject was set ≈​ 2, offset (C) ≈​ 2, and period 
length (T) ≈​ 24. Phase (ω) for Per3 was set ≈​ 0, and phase for Nr1d2 was 2.2, based on the average phase difference 
between these two genes reported in Akashi et al.45. In our study, each training subject is allowed to have different 
amplitudes and offsets for the two genes. Mean amplitude, phase, offset, and period of these training subjects were 
then used to define the ‘standard curve.’

In addition to the ten training subjects, two gene expression data sets from ten test subjects (representing 
extreme owl chronotypes) were generated with the same parameter variation but with their phase for Per3 set ≈​ 3 
and their phase for Nr1d2 set ≈​ 5.2 and with 5% biological noise (following Gaussian distribution) added to their 
expression data. For each test subject’s gene expression data, we extract the expression level at three different 
time-points. All possible combinations of three time-points over the span of 36 hours (1.5 cycles), which gave 
us 7770 combinations of three time-points ranging from [0 1 2] to [34 35 36], are considered in this study. For 
example, three data points at [8 12 16] represent the gene expression data of Per3 and Nr1d2 at 8am, 12pm, and 
4pm from the test subject.

The standard curve created based on the average of our training subjects were fitted to the three data points 
of the test subjects using the parameter estimation method SRES (Stochastic Ranking Evolutionary Strategy)69. 
Because we want to predict the phase of our test subjects, phase of the standard curve is left flexible and the rest of 
the parameters of the standard curve (amplitude, offset, and period) are fixed. In other words, the standard curve 
can move only horizontally to fit the test data. The algorithm assumes the phase of Nr1d2 to be 2.2 h larger than 
that of Per345 and predicts the phase of Per3 only. This was repeated 10 times with different sets of training and test 
subjects. Our result validated that it is possible to use only three time-points to estimate phase of one’s circadian 
rhythm and that certain three time-points work better than others and can guarantee a fairly accurate prediction.

Optimization of Sampling Time Points.  To represent the three sampling time points that provide the most accu-
rate phase prediction, we created a three-dimensional heatmap of all the parameters that predicted the phase with 
an error <​0.5 hr using only one gene (Suppl. Fig.1). We repeated our simulation using two genes and created an 
equivalent heatmap. (Suppl. Fig. 2). Between the two heatmaps, we found 114 overlapping combinations that 
consistently gave us a good prediction of phase (Suppl. Fig. 3). For this study, we chose one optimal time-point 
combination [8 16 24], which consistently gave us accurate predictions.
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Prediction of Circadian Phase and RNA Chronotypes Analysis.  To distinguish RNA-larks, owls, and 
intermediate subjects based on circadian phase, we applied our two-gene method to gene expression data collected 
from study participants at an optimal time-point combination of 8, 16 and 24 hrs. Our training data was obtained 
from 7 intermediate subjects (individuals with intermediate MEQ scores) using 2 genes and 8 gene expression 
collection time points, allowing us to have a robust standard curve. Using at least 4 subjects, we generated 64 dif-
ferent standard curves by bootstrapping across training subjects. Our test data was obtained from 27 subjects with 
moderate or extreme MEQ scores using 2 genes and 3 data points. Using each standard curve, we estimated the 
phase for each test subject using our two-gene version of phase estimation and clustered them into three groups 
based on their average bootstrap phase value (average of phase estimates from each standard curve); RNA-larks 
(n =​ 16; Mphase =​ 1.61, SE =​ 0.14) had phase advances (>​1.5 hrs) and RNA-owls (n =​ 8; Mphase =​ −​2.11,  
SE =​ 0.31) had phase delays (>​1.5 hrs) relative to intermediate training subjects. 71% of MEQ-larks and 89% of 
MEQ-owls also qualified as RNA-larks and owls respectively.

PROMIS Sleep Quality Analysis.  Sleep quality can also affect decision-making, so we also administered 
the PROMIS Sleep Disturbance Short Form survey to the participants62. This survey consists of 8 questions and 
is scored on a scale from 8 to 40 with lower scores representing good sleep quality and higher scores representing 
poor sleep quality. We re-analyzed the behavioral data using PROMIS scores (the higher and lower quartiles of 
sleep quality values recorded in this study) to test for an effect of sleep quality on behavior.

Statistical Analysis.  Differences in behavior on the matrix and BART task were tested using two-way 
ANOVAs with time of day and chronotype as factors and gender as a covariate. Separate analyses were performed 
for MEQ-chronotypes, RNA-based chronotypes, and PROMIS-types using SPSS.

References
1.	 Kouchaki., M. & Smith, I. H. The Morning Morality Effect-The Influence of Time of Day on Unethical Behavior. Psychol. Sci. 25, 

95–102, doi: 10.1177/0956797613498099 (2014).
2.	 Barnes, C. M., Schaubroeck, J., Huth, M. & Ghumman, S. Lack of sleep and unethical conduct. Organ. Behav. Hum. Decis. Process. 

115, 169–180 (2011).
3.	 Gino, F., Schweitzer, M. E., Mead, N. L. & Ariely, D. Unable to resist temptation: How self-control depletion promotes unethical 

behavior. Organ. Behav. Hum. Decis. Process. 115, 191–203 (2011).
4.	 Gunia, B., Barnes, C. & Sah, S. The Morality of Larks and Owls: Unethical Behavior Depends on Chronotype as Well as Time-of-

Day. Psychol. Sci. 25, 2272–2274 (2014).
5.	 Borbély, A. A. A two process model of sleep regulation. Hum. Neurobiol. 1, 195–204 (1982).
6.	 Mongrain, V., Carrier, J. & Dumont, M. Circadian and homeostatic sleep regulation in morningness-eveningness. J. Sleep Res. 15, 

162–166 (2006).
7.	 Jewett, M. E., Dijk, D. J., Kronauer, R. E. & Dinges, D. F. Dose-response relationship between sleep duration and human psychomotor 

vigilance and subjective alertness. Sleep 22, 171–179 (1999).
8.	 Aston-Jones, G., Chen, S., Zhu, Y. & Oshinsky, M. L. A neural circuit for circadian regulation of arousal. Nat. Neurosci. 4, 732–738 

(2001).
9.	 May, C. P. & Hasher, L. Synchrony effects in inhibitory control over thought and action. J. Exp. Psychol. Hum. Percept. Perform. 24, 

363–379 (1998).
10.	 May, C. P. Synchrony effects in cognition: the costs and a benefit. Psychon. Bull. Rev. 6, 142–147 (1999).
11.	 Hahn, C. et al. Circadian rhythms in executive function during the transition to adolescence: The effect of synchrony between 

chronotype and time of day. Dev. Sci. 15, 408–416 (2012).
12.	 Roenneberg, T. et al. A marker for the end of adolescence. Current Biology 14, (2004).
13.	 Goldstein, D., Hahn, C. S., Hasher, L., Wiprzycka, U. J. & Zelazo, P. D. Time of day, intellectual performance, and behavioral 

problems in Morning versus Evening type adolescents: Is there a synchrony effect? Pers. Individ. Dif. 42, 431–440 (2007).
14.	 Hasher, L., Zacks, R. T. & May, C. P. Inhibitory control, circadian arousal, and age in Attention and Performance XVII, Cognitive 

Regulation of Performance: Interaction of Theory and Application (eds. Gopher, D. & Koriat, A.) 653–675 (MIT Press, 1999).
15.	 Lucassen, E. A. et al. Evening Chronotype Is Associated with Changes in Eating Behavior, More Sleep Apnea, and Increased Stress 

Hormones in Short Sleeping Obese Individuals. PLos One 8, (2013).
16.	 Van Vugt, F. T., Treutler, K., Altenmüller, E. & Jabusch, H.-C. The influence of chronotype on making music: Circadian fluctuations 

in pianists’ fine motor skills. Front. Hum. Neurosci. 7, 347 (2013).
17.	 Vitale, J. a., Calogiuri, G. & Weydahl, A. Influence of chronotype on responses to a standardized, self-paced walking task in the 

morning vs afternoon: A pilot study. Percept. Mot. Skills 116, 1020–1028 (2013).
18.	 Killgore, W. D. S. Effects of sleep deprivation and morningness-eveningness traits on risk-taking. Psychol. Rep. 100, 613–626 (2007).
19.	 Hicks, G. J., Davis, J. W. & Hicks, R. A. Fatal alcohol-related traffic crashes increase subsequent to changes to and from daylight 

savings time. Percept Mot Ski. 86, 879–882 (1998).
20.	 Lahti, T., Nysten, E., Haukka, J., Sulander, P. & Partonen, T. Daylight saving time transitions and road traffic accidents. J. Environ. 

Public Health 2010, (2010).
21.	 Lahti, T., Sysi-Aho, J., Haukka, J. & Partonen, T. Work-related accidents and daylight saving time in Finland. Occup. Med. (Chic. Ill). 

61, 26–28 (2011).
22.	 Kamstra, M. J., Kramer, L. A. & Levi, M. D. Losing sleep at the market: The daylight saving anomaly. Am. Econ. Rev. 90, 1005–1011 

(2000).
23.	 Horne, J. A. & Östberg, O. A self-assessment questionnaire to determine morningness-eveningness in human circadian rhythms. Int 

J Chronobiol 4, 97–110 (1976).
24.	 Nováková, M., Sládek, M. & Sumová, A. Human chronotype is determined in bodily cells under real-life conditions. Chronobiol. Int. 

30, 607–17 (2013).
25.	 Burgess, H. J. & Fogg, L. F. Individual differences in the amount and timing of salivary melatonin secretion. PLos One 3, (2008).
26.	 Griefahn, B. et al. The reliability of melatonin synthesis as an indicator of the individual circadian phase position. Mil. Med. 168, 

674–678 (2003).
27.	 Duffy, J. F., Dijk, D. J., Hall, E. F. & Czeisler, C. A. Relationship of endogenous circadian melatonin and temperature rhythms to self-

reported preference for morning or evening activity in young and older people. J Investig Med 47, 141–150 (1999).
28.	 Duffy, J. F., Rimmer, D. W. & Czeisler, C. a. Association of intrinsic circadian period with morningness-eveningness, usual wake 

time, and circadian phase. Behav. Neurosci. 115, 895–899 (2001).
29.	 Mongrain, V., Lavoie, S., Selmaoui, B., Paquet, J. & Dumont, M. Phase relationships between sleep-wake cycle and underlying 

circadian rhythms in Morningness-Eveningness. J. Biol. Rhythms 19, 248–257 (2004).



www.nature.com/scientificreports/

8Scientific Reports | 6:29392 | DOI: 10.1038/srep29392

30.	 Lack, L., Bailey, M., Lovato, N. & Wright, H. Chronotype differences in circadian rhythms of temperature, melatonin, and sleepiness 
as measured in a modified constant routine protocol. Nat. Sci. Sleep 1, 1–8 (2009).

31.	 Brown, S. a et al. Molecular insights into human daily behavior. Proc. Natl. Acad. Sci. USA 105, 1602–1607 (2008).
32.	 Pagani, L. et al. The physiological period length of the human circadian clock In Vivo is directly proportional to period in human 

fibroblasts. PLos One 5, (2010).
33.	 Hasan, S. et al. Assessment of circadian rhythms in humans: comparison of real-time fibroblast reporter imaging with plasma 

melatonin. FASEB J. 26, 2414–2423 (2012).
34.	 Archer, S. N., Viola, A. U., Kyriakopoulou, V., von Schantz, M. & Dijk, D. Inter-individual differences in habitual sleep timing and 

entrained phase of endogenous circadian rhythms of BMAL1, PER2 and PER3 mRNA in human leukocytes. Sleep 31, 608–617 
(2008).

35.	 Kusanagi, H. et al. Similar profiles in human period1 gene expression in peripheral mononuclear and polymorphonuclear cells. 
Neurosci. Lett. 365, 124–127 (2004).

36.	 Boivin, D. B. et al. Circadian clock genes oscillate in human peripheral blood mononuclear cells. Blood 102, 4143–4145 (2003).
37.	 Ferrante, A. et al. Diurnal Preference Predicts Phase Differences in Expression of Human Peripheral Circadian Clock Genes.  

J. Circadian Rhythms 13, 1–7 (2015).
38.	 Önder, I., Beşoluk, Ş., Iskender, M., Masal, E. & Demirhan, E. Circadian Preferences, Sleep Quality and Sleep Patterns, Personality, 

Academic Motivation and Academic Achievement of university students. Learn. Individ. Differ. 32, 184–192 (2014).
39.	 Ruffing, S., Hahn, E., Spinath, F. M., Brünken, R. & Karbach, J. Predicting students’ learning strategies: The contribution of 

chronotype over personality. Pers. Individ. Dif. 85, 199–204 (2015).
40.	 Hidalgo, M. P. et al. Relationship between depressive mood and chronotype in healthy subjects. Psychiatry Clin. Neurosci. 63, 

283–290 (2009).
41.	 Ralph, M. R., Foster, R. G., Davis, F. C. & Menaker, M. Transplanted suprachiasmatic nucleus determines circadian period. Science 

247, 975–978 (1990).
42.	 Takahashi, J. S., Hong, H.-K., Ko, C. H. & McDearmon, E. L. The genetics of mammalian circadian order and disorder: implications 

for physiology and disease. Nat. Rev. Genet. 9, 764–75 (2008).
43.	 Roenneberg, T. & Merrow, M. Entrainment of the human circadian clock. in Cold Spring Harbor Symposia on Quantitative Biology 

72, 293–299 (2007).
44.	 Brown, S. A. & Azzi, A. Peripheral circadian oscillators in mammals. Handb. Exp. Pharmacol. 217, 45–66 (2013).
45.	 Akashi, M. et al. Noninvasive method for assessing the human circadian clock using hair follicle cells. Proc. Natl. Acad. Sci. USA 107, 

15643–15648 (2010).
46.	 Wiltermuth, S. S. Cheating more when the spoils are split. Organ. Behav. Hum. Decis. Process. 115, 157–168 (2011).
47.	 Lejuez, C. W. et al. Evaluation of a behavioral measure of risk taking: the Balloon Analogue Risk Task (BART). J. Exp. Psychol. Appl. 

8, 75–84 (2002).
48.	 Lin, K. K. et al. Circadian clock genes contribute to the regulation of hair follicle cycling. PLos Genet. 5, (2009).
49.	 Watanabe, M. et al. Rhythmic expression of circadian clock genes in human leukocytes and beard hair follicle cells. Biochem. 

Biophys. Res. Commun. 425, 902–907 (2012).
50.	 Baumeister, R. F. & Heatherton, T. F. Self-Regulation Failure: An Overview. Psychol. Inq. Copyr. 7, 1–15 (1996).
51.	 Baumeister, R. O. Y. F. Yielding Impulsive to Temptation: Self-ontrol Purchasing, and Failure. J. Consum. Res. 28, 670–676 (2002).
52.	 Ponzi, D., Wilson, M. C. & Maestripieri, D. Eveningness is associated with higher risk-taking, independent of sex and personality. 

Psychol. Rep. 115, 932–947 (2014).
53.	 Wang, L. & Chartrand, T. L. Morningness–Eveningness and Risk Taking. J. Psychol. 149, 394–411 (2015).
54.	 Blais, A. & Weber, E. U. A Domain-Specific Risk-Taking ( DOSPERT ) scale for adult populations. Judgement Decis. Mak. 1, 33–47 

(2006).
55.	 Muraven, M., Tice, D. M. & Baumeister, R. F. Self-control as limited resource: regulatory depletion patterns. J. Pers. Soc. Psychol. 74, 

774–789 (1998).
56.	 Hagger, M. S., Wood, C., Stiff, C. & Chatzisarantis, N. L. D. Ego depletion and the strength model of self-control: a meta-analysis. 

Psychol. Bull. 136, 495–525 (2010).
57.	 Antypa, N., Vogelzangs, N., Meesters, Y., Schoevers, R. & Penninx, B. W. J. H. Chronotype associations with depression and anxiety 

disorders in a large cohort study. Depression and Anxiety doi: 10.1002/da.22422 (2015).
58.	 Lerner, J. S. & Keltner, D. Fear, anger, and risk. J. Pers. Soc. Psychol. 81, 146–159 (2001).
59.	 Raghunathan, R. & Pham, M. All Negative Moods Are Not Equal: Motivational Influences of Anxiety and Sadness on Decision 

Making. Organ. Behav. Hum. Decis. Process. 79, 56–77 (1999).
60.	 Zavada, A., Gordijn, M. C. M., Beersma, D. G. M., Daan, S. & Roenneberg, T. Comparison of the Munich Chronotype Questionnaire 

with the Horne-Östberg’s Morningness-Eveningness Score. Chronobiol. Int. 22, 267–278 (2005).
61.	 Roenneberg, T. et al. Epidemiology of the human circadian clock. Sleep Med. Rev. 11, 429–38 (2007).
62.	 Yu, L. et al. Development of Short Forms From the PROMISTM Sleep Disturbance and Sleep-Related Impairment Item Banks. Behav. 

Sleep Med. 10, 6–24 (2012).
63.	 Brown, S. A. et al. The period length of fibroblast circadian gene expression varies widely among human individuals. PLos Biol. 3, 

(2005).
64.	 Hida, A. et al. In vitro circadian period is associated with circadian/sleep preference. Sci. Rep. 3, 2074 (2013).
65.	 Baehr, E. K., Revelle, W. & Eastman, C. I. Individual differences in the phase and amplitude of the human circadian temperature 

rhythm: With an emphasis on morningness-eveningness. J. Sleep Res. 9, 117–127 (2000).
66.	 Kerkhof, G. A. & Van Dongen, H. P. A. Morning-type and evening-type individuals differ in the phase position of their endogenous 

circadian oscillator. Neurosci. Lett. 218, 153–156 (1996).
67.	 Taillard, J., Philip, P., Coste, O., Sagaspe, P. & Bioulac, B. The circadian and homeostatic modulation of sleep pressure during 

wakefulness differs between morning and evening chronotypes. J. Sleep Res. 12, 275–282 (2003).
68.	 Refinetti, R., Cornélissen, G. & Halberg, F. Procedures for numerical analysis of circadian rhythms. Biological Rhythm Research 38, 

(2007).
69.	 Runarsson, T. P. & Yao, X. Stochastic ranking for constrained evolutionary optimization. IEEE Trans. Evol. Comput. 4, 284–294 

(2000).

Acknowledgements
This study was funded by the Picker Interdisciplinary Science Institute, Colgate University. We thank N. Albert 
for comments on the manuscript.

Author Contributions
K.K.I., A.F., I.S., N.B. and K.J. designed the experiments; K.W., K.K.I., S.E. and M.G. performed the experiments, 
A.A. and S.K. wrote and validated the phase prediction model, K.K.I. and A.F. analyzed the data, K.K.I., K.J., A.F. 
and I.S. wrote the manuscript.



www.nature.com/scientificreports/

9Scientific Reports | 6:29392 | DOI: 10.1038/srep29392

Additional Information
Supplementary information accompanies this paper at http://www.nature.com/srep
Competing financial interests: The authors declare no competing financial interests.
How to cite this article: Ingram, K. K. et al. Molecular insights into chronotype and time-of-day effects on 
decision-making. Sci. Rep. 6, 29392; doi: 10.1038/srep29392 (2016).

This work is licensed under a Creative Commons Attribution 4.0 International License. The images 
or other third party material in this article are included in the article’s Creative Commons license, 

unless indicated otherwise in the credit line; if the material is not included under the Creative Commons license, 
users will need to obtain permission from the license holder to reproduce the material. To view a copy of this 
license, visit http://creativecommons.org/licenses/by/4.0/

http://www.nature.com/srep
http://creativecommons.org/licenses/by/4.0/

	Molecular insights into chronotype and time-of-day effects on decision-making

	Results

	Ethical Decision-Making. 
	Risky Decision-Making. 
	Sleep Quality. 

	Discussion

	Methods

	MEQ Chronotype Analysis. 
	Decision-making Task Analysis. 
	Risk-taking task. 
	Ethical Decision-making. 

	RNA Analysis. 
	Validation of Model for Phase Prediction of Circadian Oscillation. 
	Validation of three-point prediction. 
	Optimization of Sampling Time Points. 

	Prediction of Circadian Phase and RNA Chronotypes Analysis. 
	PROMIS Sleep Quality Analysis. 
	Statistical Analysis. 

	Acknowledgements
	Author Contributions
	﻿Figure 1﻿﻿.﻿﻿ ﻿ Chronotype by time of day interaction from matrix task results (±​SE) for MEQ-based (a) and RNA-based chronotypes (b).
	﻿Figure 2﻿﻿.﻿﻿ ﻿ Chronotype by time of day results (±​SE) from Balloon Task for MEQ-based (a) and RNA-based chronotypes (b).
	﻿Table 1﻿﻿. ﻿  Cheating Measure in Ethical Decision-Making Task.
	﻿Table 2﻿﻿. ﻿ Risk Measure in BART Task.



 
    
       
          application/pdf
          
             
                Molecular insights into chronotype and time-of-day effects on decision-making
            
         
          
             
                srep ,  (2016). doi:10.1038/srep29392
            
         
          
             
                Krista K Ingram
                Ahmet Ay
                Soo Bin Kwon
                Kerri Woods
                Sue Escobar
                Molly Gordon
                Isaac H. Smith
                Neil Bearden
                Allan Filipowicz
                Kriti Jain
            
         
          doi:10.1038/srep29392
          
             
                Nature Publishing Group
            
         
          
             
                © 2016 Nature Publishing Group
            
         
      
       
          
      
       
          © 2016 Macmillan Publishers Limited
          10.1038/srep29392
          2045-2322
          
          Nature Publishing Group
          
             
                permissions@nature.com
            
         
          
             
                http://dx.doi.org/10.1038/srep29392
            
         
      
       
          
          
          
             
                doi:10.1038/srep29392
            
         
          
             
                srep ,  (2016). doi:10.1038/srep29392
            
         
          
          
      
       
       
          True
      
   




