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Abstract: A critical challenge for fluorescence imaging is the loss of high 
frequency components in the detection path. Such a loss can be related to 
the limited numerical aperture of the detection optics, aberrations of the 
lens, and tissue turbidity. In this paper, we report an imaging scheme that 
integrates multilayer sample modeling, ptychography-inspired recovery 
procedures, and lensless single-pixel detection to tackle this challenge. In 
the reported scheme, we directly placed a 3D sample on top of a single-
pixel detector. We then used a known mask to generate speckle patterns in 
3D and scanned this known mask to different positions for sample 
illumination. The sample was then modeled as multiple layers and the 
captured 1D fluorescence signals were used to recover multiple sample 
images along the z axis. The reported scheme may find applications in 3D 
fluorescence sectioning, time-resolved and spectrum-resolved imaging. It 
may also find applications in deep-tissue fluorescence imaging using the 
memory effect. 
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1. Introduction 

A critical challenge for fluorescence imaging is the loss of high frequency components in the 
detection path. Such a loss can be related to the limited numerical aperture of the detection 
optics, aberrations of the lens, and tissue turbidity. Here, we report an imaging scheme that 
integrates three innovations to tackle this challenge: 1) multilayer sample modeling [1, 2], 2) 
ptychography-inspired recovery procedures [3–6], and 3) lensless single-pixel detection [7]. 
In the reported scheme, we directly placed a 3D sample on top of a lensless single-pixel 
detector; no lens is used at the detection path. We then used a known mask to generate 
speckle patterns in 3D and scanned this known mask to different positions for sample 
illumination. The sample was modeled as multiple layers and the captured 1D fluorescence 
signal was used to recover multiple sample images along the z axis. Different from the 
previous lensless fluorescence imaging demonstrations [8, 9], the achievable resolution of the 
reported scheme is determined by the speckle size of the illumination patterns, where we 
encode the 3D sample information into 1D fluorescence measurements. We note that, the 
general idea of encoding sample information using non-uniform illumination patterns is not 
new [10–13]. It has been demonstrated, among others, in structured illumination microscopy 
for improving the resolution beyond the diffraction limit [13]. In the reported approach, 
however, we combine the pattern-illumination strategy with single-pixel detection scheme for 
multiplexed lensless fluorescence imaging. In particular, we propose a multilayer single-pixel 
imaging framework for recovering 3D sample information from 1D fluorescence signals. 
Different from compressive sensing scheme [7], the proposed framework is inspired and 
modified from the multiplexed ptychographic algorithms [2–5], where we switch between the 
spatial and Fourier domains in an iterative manner. In the spatial domain, we update the 
multilayer sample estimate using the illumination patterns from the known mask. In the 
Fourier domain, we update the central pixel of the Fourier spectrum using the measured 
single-pixel fluorescence signals. The proposed single-pixel updating process in the Fourier 
domain, to the best of our knowledge, is novel and compatible with existing ptychographic 
and phase retrieval algorithms. In the following, we will first explain the recovery procedures 
and demonstrate the simulation results. We will then report the single-pixel experimental 
results using a regular microscope platform and a lensless setup. Finally, we will discuss the 
future directions. 

2. Multilayer single-pixel imaging scheme and simulation results 

In the reported scheme, we directly place a 3D sample on top of a single-pixel detector. The 
forward imaging model can be described as follows: 

 _
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(x, y) (x, y),n layer m
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y

Obje PctI ⋅=   (1) 

where Objectlayer_m(x, y) represents the mth-layer object image in the x-y domain, Pmn(x, y) 
represents the nth illumination pattern for object layer m, and In represents the 1D 
measurement from the single-pixel detection (a photodiode). The summation in Eq. (1) 
represents the signal summation over the x-y-z domain (summation over ‘m’ is the same as 
the summation of multilayer images at the z direction). Therefore, the detected 1D signal in 
our scheme represents a mixture of the object at different layers. We note that, scattering only 
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changes the signal distribution and the total intensity remains the same in Eq. (1). The goal of 
the recovery process is to recover the multilayer object images Objectlayer_m(x, y) from single-
pixel measurements In. The recovery process starts with the initial guess of the object images 
Objectlayer_m(x, y). Second, we define Ipm and Itm: _(x, y) (x,(x, y) y)pm layer m mnObjectI P= ⋅ , 

,

(x, y)pmt
x y

mI I= . We note that, Ipm(x,y) is a function of x and y while Itm represents the total 

signal energy of the mth pattern-encoded layer of the object. Third, we update Itm using the 
measurement In: ( / )t

u
m tm

pdate

m
tm nII I I=  . Fourth, we update the Ipm(x,y) in the Fourier domain 

using the following equation: 

 ( ) ( ) ( )1(x, y) (x, y ( , ) ( , )) ,updated updated
pm pm tmI Ix y yI xδ δ= ⋅ − + ⋅   (2) 

where  denotes 2D Fourier transform and (x, y)δ  denotes the discrete delta function. The 

key idea of Eq. (2) is to use the total signal energy at layer m to update the central pixel of the 
Fourier spectrum of Ipm(x,y). This updating step, to the best of our knowledge, is novel and 
can be combined with existing Fourier ptychographic algorithm [6, 14, 15] for single-pixel 
phase retrieval. Finally, we update the mth layer object image in the spatial domain, similar to 
the pattern-illuminated Fourier ptychographic algorithm [5]: 
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The updating process will be repeated for all n single-pixel measurements and the entire 
process is terminated until convergence, which can be measured by the difference between 
two successive recoveries. In a practical implementation, we can simply terminate it with a 
predefined loop number, typically 20-100. 

 

Fig. 1. Simulation of the multilayer single-pixel imaging scheme. (a) The input two-layer 
object. (b) The recovered results using different number of illumination patterns. (c) The 
recovered results with different levels of additive noises. MSE is used as a metric to quantify 
the results in (b7) and (c5). 

We will first validate the reported approach using simulations. In Fig. 1, we simulated a 
two-layer object (Fig. 1(a), 31 by 31 pixels) separated by 10 microns and illuminated by non-
uniform patterns from a random mask (the illumination angle is 45 degrees). We then scanned 
the mask to different positions and simulated the 1D captured signals using Eq. (1). Based on 
the single-pixel recovery process discussed above, we can then recover the object images at 
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different layers using the 1D signals. In Fig. 1(b), we show the recovery of the two layers 
using different number of illumination patterns. Figure 1(b7) quantifies the result using the 
mean square error (MSE). We can see that, the image quality increases when we use more 
patterns and saturates at ~3000 patterns. The total number of independent pixels for this two-
layer object is ~2000, and thus, the oversampling factor is 3000/2000 = 1.5. Such a data 
redundancy may be necessary when we separate different object states from the 1D mixtures. 
Further investigation along this line is highly desired. In Fig. 1(c), we show the recovered 
images with different noise levels. Figure 1(c5) quantifies the noise performance using MSE, 
and as expected, the imaging performance gradually degrades as the noise increases. 

In Fig. 2, we investigated the relationship between the number of layers in our model and 
the number of illumination patterns we need for the reconstruction. Figure 2(a) shows the 
imaging performance with respects to different numbers of illumination patterns and object 
layers. We need more illumination patterns when the number of object layers increases. 
Based on the MSE metric in Fig. 2(a), their relationship is linear. In other words, if we double 
the object layers in our model, we also need to double the number of illumination patterns for 
a successful reconstruction. In Fig. 2(b), we used a 3D confocal neuron cell data as the 
ground truth and simulated the single-pixel measurements using Eq. (1). We then modeled 
the cell with 10 layers and recover the images using the single-pixel measurements 
(Visualization 1). 

Fig. 2. (Visualization 1) Imaging performance of the multilayer imaging scheme with respect 
to different numbers of object layers and illumination patterns. MSE is used to quantify the 
imaging performance with 1 layer (a1), 2 layers (a2), and 10 layers (a3). (b) 10-layer single-
pixel recovery of a 3D neuron cell (visualized using ImageJ 3D viewer). 

We investigated the achievable resolution of the reported scheme in Fig. 3, where we used 
patterns with different speckle feature sizes (i.e., different illumination NAs) for sample 
illumination. Figure 3(a) shows the input resolution target. Figure 3(b) and 3(c) show 
illumination patterns with two different speckle sizes and their corresponding recoveries. We 
can see that, the achievable resolution of our imaging scheme is determined by the spatial-
frequency support of the illumination pattern. In Fig. 3(d), we further quantify the imaging 
performance for the cases of two different speckle sizes. As expected, a higher resolution of 
the recovered image requires a larger number of illumination patterns. 

Fig. 3. Achievable resolution of the reported imaging scheme. (a) The input resolution target. 
(b) and (c): speckles with two different feature sizes and their corresponding recoveries. (d) 
MSE is used to quantify the imaging performance for the cases of two different speckle sizes. 
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3. Experimental validation 

We have performed three experiments to validate the reported imaging scheme. In the first 
experiment, we used a microscope setup with a 1X objective lens and a single pixel detector 
(Si photodiode with 10 mm by 10 mm active sensing area) for image acquisition, as show in 
Fig. 4(a). In this experiment, we prepared two-layer fluorescence samples using orange 
fluorescence microspheres (size range: 1 - 5 µm; peak emission wavelength: 606 nm) 
deposited on two glass slides. The separation of these two layers is ~2 mm. We used a 40-
mW 532 nm laser diode and a known chromium mask for generating speckle illumination. 
The incident angle is ~45 degrees in this experiment and the speckle feature size at the object 
plane is ~0.3 mm. We placed a fluorescence bandpass filter at the detection path (centered at 
635 nm with 60-nm bandwidth). We scanned the mask to 1000 different spatial positions and 
captured the corresponding fluorescence signals using the single-pixel detector. The 1D 
signals were then used to recover the two-layer objects as shown in Fig. 4(b1)-(b2) and 4(c1)-
(c2). As a comparison, we also replaced the single-pixel detector with a CCD and the 
captured images are shown in Fig. 4(b3) and 4(c3). We note that, the experiment in Fig. 4 
directly points to a development for scanning confocal microscope, where single-pixel 
detector is used for image acquisition. We can, for example, remove the pinhole and model 
the single-pixel data as a signal mixture of multiple layers and recover the 3D images with 
one x-y scan. 

 

Fig. 4. Multilayer single-pixel imaging scheme using a lens setup. (a) The experimental setup. 
The fluorescence imaging results of sample 1 (b) and sample 2 (c). 

 

Fig. 5. (Visualization 2) Multilayer single-pixel imaging scheme using a lensless setup. (a) The 
experimental setup. We scanned the mask to 2000 different spatial positons and captured 
corresponding 1D fluorescence signal for recovery. The recovered images (b) and ground truth 
(c) of the 4 sample layers. (d) 3D visualization using ImageJ 3D Viewer. 
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In the second experiment, we validate the reported imaging scheme using a lensless setup, 
as shown in Fig. 5(a). In this experiment, we prepared a 4-layer fluorescence objects using the 
same fluorescence microspheres. The separation of different layers is ~2 mm and we directly 
place this 4-layer object on top of the single-pixel detector. The incident angle of the speckle 
patterns is ~70 degrees. The distance between the first layer and the active sensing surface of 
the detector is ~5 mm and a fluorescence filter is placed in between. Figure 5(b) shows the 
recovered images of the 4 layers, and the ground-truth images are shown in Fig. 5(c). Figure 
5(d) visualizes the results in 3D (Visualization 2). 

The reported scheme is not limited to the recovery of multiple layers of fluorescence 
samples. In the third experiment, we used it to recover sample images at multiple 
wavelengths. Figure 6 shows the results of recovering R/G/B channels of a color object. The 
experimental setup is similar to that of Fig. 4. In this experiment, we used a projector to 
generate 1500 known color speckle patterns for sample illumination, as shown in Fig. 6(a). 
The monochromatic 1D signals from the single-pixel detector were then used to recover the 
R/G/B channels in Fig. 6(b) and the ground truth images are shown in Fig. 6(c). 

 

Fig. 6. Spectrum-multiplexed single-pixel imaging scheme using a lens setup. (a) The 
experimental setup. (b) The recovered images of different color channels using the reported 
scheme. (c) The ground-truth images of the color object. 

4. Summary and discussion 

In summary, we have proposed and validated a single-pixel detection scheme for multilayer 
fluorescence imaging. The reported scheme integrates multilayer sample modeling, 
ptychography-inspired recovery procedures, and lensless single-pixel detection to tackle the 
challenge of fluorescence imaging from a new perspective. To the best of our knowledge, the 
single-pixel updating process (Eq. (2)) is new and can be combined with existing Fourier 
ptychographic algorithms [6, 14, 15] for the development of single-pixel Fourier 
ptychography; effort along this direction is ongoing. 

There are several important implications of the reported scheme. 1) In a conventional laser 
scanning confocal microscope, we use a single pixel detector (photomultiplier tube) with a 
confocal pinhole for image acquisition. The confocal pinhole is for rejecting fluorescence 
signals that are not from the focal position. We can use the reported single-pixel recovery 
scheme for scanning confocal microscope. In this case, we can remove the confocal pinhole 
and model the captured single-pixel fluorescence signal as a mixture of signals from different 
sample layers. Based on a single x-y scan, we may be able to recover multiple layers of the 
sample. Effort along this direction is ongoing. 2) The reported scheme can be used for 
lensless single-pixel 3D fluorescence imaging. By using a high-speed photomultiplier tube, 
we can, for example, detect the fluorescence lifetime signal of the sample. 3) One challenge 
for deep tissue fluorescence imaging is tissue turbidity. We may be able to combine the 
reported scheme with memory effect [16] of the tissue to tackle this challenge. In this case, 
one can scan a speckle patterns by slightly changing the incident angles using high-speed 
Glavo mirrors. The fluorescence signals from the single-pixel detector can then be used to 
jointly recover the multilayer fluorescence samples and the speckle patterns [5, 17]. Finally, 

#264850 Received 9 May 2016; revised 25 May 2016; accepted 25 May 2016; published 1 Jun 2016 
(C) 2016 OSA 1 Jul 2016 | Vol. 7, No. 7 | DOI:10.1364/BOE.7.002425 | BIOMEDICAL OPTICS EXPRESS 2430 

https://www.osapublishing.org/boe/viewmedia.cfm?uri=boe-7-7-2425&seq=v002


we provide the simulation code of reported scheme for the broad research community (please 
refer to the website listed under the email address). 
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