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Wagenmakers and Forstmann argue that journals (and journal editors) should actively solicit 

replication attempts to confirm important findings (Wagenmakers & Forstmann, 2013). They 

point out, correctly in our opinion, that current incentive structures in science discourage 

scientists from adopting practices that are advantageous for science as a whole, because they 

leave individual scientists disadvantaged relative to their peers. Replication is one example 

of this, although there are others, such as the general lack of enthusiasm for publishing null 

results. Much of this arises from the current “publish or perish” culture within science.

These issues are not new e concerns about low statistical power and publication bias predate 

our own (Button et al., 2013a) by at least 50 years (Cohen, 1962; Sterling, 1959). Critically, 

exhortations that scientists should strive to change their practices often appear to have little 

effect; previous studies of statistical power, for example, have not led to an increase in 

statistical power of studies (Sedlmeier & Gigerenzer, 1989). We are therefore sanguine about 

the prospects that our recent work will have real long-term impact, despite the interesting 

debate and commentary that it has generated (Ashton, 2013; Bacchetti, 2013; Button et al., 

2013b; Quinlan, 2013). At the same time, much of how science is conducted has changed 

over the last 50 years (Hubel, 2009). An obvious example is the enormous number of 

statistical tests that it is now possible to perform in minutes, which previously would have 

been impossible when statistics were calculated by hand. Multiple testing of this kind, when 

not reported and corrected for, invalidates key assumptions of null hypothesis significance 

testing (Sterne & Davey Smith, 2001).

Concerns about low statistical power and publication bias were raised 50 years ago, and it is 

unlikely that changes in our ability to repeatedly interrogate our data will have improved 

matters. Despite this, most technological advances are of course to the general advantage of 

science. However, other changes in how science is conducted are structural and relate to the 

incentives to which scientists respond. While new approaches can be initiated from the 

bottom-up by individual scientists, this is likely to be slow and potentially hindered by the 

short-term consequences of, for example, publishing fewer papers. It is therefore dangerous 

to assume that science is ultimately self-correcting (Ioannidis, 2012), in which case there is a 

clear need for change to be initiated from the top down. Journals, funding agencies and other 

key stakeholders have a critical role to play by incentivising research activity likely to 

benefit the field as a whole. The recommendation by Wagenmakers and Forstmann is one 
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example of this, while the Registered Reports format now available at Cortex is another. 

What both illustrate is the need for creative thinking and leadership on the part of those in a 

position to encourage change.
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